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Dear Delegates

It is with great pleasure that we welcome you to the second European Conference on
Computer Network Defence (EC’ND) hosted by the Faculty of Advanced
Technology at the University of Glamorgan. This year the inaugural Workshop on
Digital Forensics and Incident Analysis (WDFIA 2006) is being held in conjunction
with the main conference and these proceedings also incorporate the works of
WDFIA.

The call for papers has, as in the previous year, attracted submissions from around
the globe. This volume contains a selection of double peer reviewed papers from
China, Germany, Hungary, Italy, Saudi Arabia, Sweden, Turkey and the U.K. Once
more we truly hope that you will enjoy your time here and that the presentations of
the contributing authors will provide the grounds for discussion and thought.

We would like to thank the members of the Programme Committees of both events
for kindly contributing with their time in the review process. We would also like to
thank the Faculty of Advanced Technology for hosting us and our colleagues here at
Glamorgan, in particular Caroline Bowen and Theodore Tryfonas who strived to
arrange everything in detail and without whom this conference could not have taken
place.

And lastly, but no least, we would like to thank you, the authors of papers and the
delegates present, as these events would not have been possible without your input
and contributions.

Andrew Blyth
Second EC*ND Chair

Iain Sutherland
First WDFIA Chair
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Efficient Sampling of the Structure of Crypto
Generators’ State Transition Graphs

Jorg Keller

FernUniversitat, LG Parallelitit und VLSI, 58084 Hagen, Germany
Joerg.Keller@fernuni-hagen.de

Abstract. Cryptographic generators, e.g. stream cipher generators like
the A5/1 used in GSM networks or pseudo-random number generators,
are widely used in cryptographic network protocols. Basically, they are
finite state machines with deterministic transition functions. Their state
transition graphs typically cannot be analyzed analytically, nor can they
be explored completely because of their size which typically is at least
n = 2%, Yet, their structure, i.e. number and sizes of weakly connected
components, is of interest because a structure deviating significantly from
expected values for random graphs may form a distinguishing attack that
indicates a weakness or backdoor. By sampling, one randomly chooses
k nodes, derives their distribution onto connected components by graph
exploration, and extrapolates these results to the complete graph. In
known algorithms, the computational cost to determine the component
for one randomly chosen node is up to O(y/n), which severely restricts
the sample size: k. We present an algorithm where the computational
cost to find the connected component for one randomly chosen node is
O(1), so that a much larger sample size k can be analyzed in a given
time. We report on the performance of a prototype implementation, and
about preliminary analysis for several generators.

1 Introduction

Stream cipher generators, like the A5/1 in cellular telephones [1, 2] and pseudo-
random number generators, are widely used in cryptographic communication
protocols. Basically, they are finite state machines that are initialized into a state
and then assume a sequence of states completely determined by their transition
function f: N — N, where N is their state space, i.e. a set N = {0,...,n —1}.
For given N and f, one can define the state transition graph Gy = (V = N, E =
{(z, f(z)) : = € N}. Such a directed graph, where each node has exactly one
outgoing edge, has a number of weakly connected components (WCC), each con-
sisting of one cycle and a number of trees directed towards their roots, where
the roots sit on the cycle. One is interested in the number of the WCCs, their
sizes and cycle lengths. The cycle length represents the generator’s period, the
component size the fraction of nodes that, when chosen as initial state, lead
to a certain period. If the period length is too small, then this may hint to-
wards predictability. Furthermore, as a cipher generator shall, in some sense,



4

randomize, its graph should look randomly as well. If its structure deviates sig-
nificantly from expected values for random graphs with outdegree 1, this may
hint towards a weakness or a backdoor. In this sense, the computation of such a
graph’s structure can be considered as a distinguishing attack.

Unfortunately, the period lengths of such generators cannot be derived an-
alytically. Also, typical graph algorithms with techniques like pointer doubling
fail for two reasons. First, the graph is typically of size n = 264 and more, and
thus cannot be constructed in memory. Second, even if it could be constructed,
the graph could not be explored completely as an algorithm with at least linear
complexity may take longer than our lifetime.

Parallel algorithms have been devised [4] that can explore such a graph com-
pletely, even if it cannot be constructed in memory. Yet, if the graph’s size renders
a complete exploration infeasible, they can also be used to “scan” such a graph
by sampling. One randomly chooses k < n nodes, determines the WCCs they
belong to (and detects the cycles in those components), and then extrapolates
this result to the complete graph. As determining the WCC of one node may
already need time O(+/n), this restricts the sample size and thus the validity of
the extrapolation. OQur contribution is an algorithm that reduces this overhead
to O(1), and hence allows a much larger sample of nodes to be visited.

The remainder of this article is organized as follows. In Section 2 we briefly
review the relevant facts and the previous work. In Section 3 we present the new
algorithm. Section 4 reports on preliminary performance results and on findings
for some generators. Section 5 concludes.

2 Relevant Facts and Previous Work

State transition graphs as defined in the introduction are called mappings in the
literature. An example graph for n = 16 can be seen in Figure 1. It consists
of two WCCs of sizes 12 and 4 with cycle lengths of 5 and 3. For functions f
randomly chosen from the set of all functions from N onto itself, Flajolet and
Odlyzko [5] have derived expected values for the size of the largest component
(about 0.76n), of the largest tree (about 0.5n), the expected path length from
any node to a cycle (about \/n), the expected cycle length and the expected
length of the longest cycle (both O(y/n), with slightly different constants close
to 1).

If one starts at a node r (called starting node), the only thing than can be
done to find out which WCC it belongs to, is to follow the unique path starting
in z, by repeatedly computing = := f(z), until a cycle is reached. As there is
only one cycle per WCC, and there is a unique node with smallest number on the
cycle (called cycle leader), the number of that node uniquely characterizes the
component. One can find out to be on a cycle by storing after a number of steps
which node has just been reached (marker node), and checking after each step,
whether any of the stored marker nodes has been reached again. If the distances
between marker nodes are always doubled, O(logn) marker nodes suffice and
the effort is only increased by a constant factor [3]. As the average path length



Fig. 1. An example graph.

and cycle length are both O(y/n), a complete exploration has expected time
O(n+/n). This algorithm can be parallelized trivially, but even then the runtime
is prohibitive. One can improve the runtime by keeping a store, as large as the
main memory of all processors, for nodes called pebbles from which one already
knows to which WCC they belong. Then if one reaches a pebble on a path, one
can stop there.

We define a subset of the nodes called the candidate set. Only candidates
can become pebbles. The candidate set is normally chosen independently of the
function f, and in a manner that the membership to the candidate set can be
computed efficiently from the node number, e.g. by requiring that some bits
must be zero.

Several relationships between candidates and pebbles are possible. If every
candidate indeed is a pebble, and if all pebble information is gathered in advance,
then we have a completely static situation. Then in every step, we only have to
check whether a candidate is reached, which can be done efficiently, and if so, we
already know that we have reached a pebble. However, as we have to expect that
a fraction of 1/e of the nodes are leaves [5], and as the candidate set is defined
independently of the function f, we have to expect that 1/e of the pebbles are
leaves as well. Pebbles on leaves are not worthwhile because only a single path
can reach that pebble: the path originating in the leaf itself. If the candidate
set is the set of all nodes, and if the pebbles are set during the exploration of
the graph, then we have a completely dynamic situation. In this case, only a
small fraction of the candidates can indeed become pebbles, because otherwise
we would need £2(n) memory resources to store the pebble information. While
this scenario allows to place pebbles in a manner that takes into account the
particular characteristics of the function f, it has a certain disadvantage. When
following a path from some starting node, one has to check whether a pebble
is reached after each step. Checking whether a candidate is a pebble requires a
query to a data structure such as a search tree or a hash table and thus takes
some time.

Therefore, we decided on a compromise [4]. Not every node can become a
pebble. The size of the candidate set is only a fraction of n, typically 1/2¢ as we
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check whether the ¢ lowermost bits of a node number are zero. The pebbles are
placed while the graph is explored. To take the function f into account, we place
pebbles in regular distances along the paths that we follow. This ensures that
pebbles are spread out over the trees. The pebble data structure can be updated
regularly to remove pebbles without visits in a certain time frame (similar to
the LRU strategy in caches), which also gives room to place further pebbles.
The pebble data structure can even be distributed over all processors to allow a
pebble set that scales with machine size when we use a parallel cluster computer
to follow many paths simultaneously [6].

However, the current approach suffers from a weakness. If n is really large,
we cannot afford to explore the graph completely, because the effort to do so
is O(n - 1) if | is the average path length to a pebble!. What one can do is to
restrict to a sample of k < n starting nodes, chosen randomly among all nodes.
If k; of these k starting nodes belong to WCC i, then with standard techniques
one can compute a confidence interval [n; — §; : n; + 8] around n; = n - k;/k
such that the size of WCC 1 lies in this interval with probability p. The effort
for this sampling is still O(k -1"), where I’ is the average path length for the first
k starting nodes. Normally, I’ > [, as the pebbles could not yet be placed as well
as after certain update improvements.

3 Efficient Sampling

We want to improve the algorithm of the previous section by taking into account
the following observation: while for each starting node of the sample, only this
node is attributed to a WCC, one has visited many nodes of this WCC! The bad
thing is, that it is not clear how many of those nodes we have already visited in
previous runs. If a path from a starting node reaches a pebble, we do not know
how many of those nodes are on a path that has been visited in the past. Hence
we extend our pebble data structure in order to be able to find this out.

Each pebble a now contains links all pebbles, from which paths reach a. Those
pebbles are called child pebbles. Furthermore, we require that the tree root must
be a pebble (so that we can guarantee that each path in the tree reaches a
pebble), and also that each previous starting node is a pebble?, if it contributed
any newly visited starting nodes. In the unlikely event that a new starting node
lies on a path visited before, it will not contribute any newly visited node and
hence need not be considered further. If those requirements are maintained with
every following starting node, then we can formulate the following invariant:
The pebbles, and the nodes on the paths between them, contain exactly the set of
nodes already visited.

! In the overwhelming majority of cases, a path ends in a pebble. Only in a tiny
fraction of cases, a cycle is reached.

2 This requires that only nodes that are candidates are chosen as starting nodes. This
is however not a serious restriction as the set of candidates will be much larger than
the set of starting nodes.



Fig. 2. Reaching a pebble.

Now, if the path from a new starting node s reaches a pebble a, we have
only to find out where it met a path already visited. To do this, we visit the
child pebbles of a, named a;, as,..., which are in distances d;,ds,... from a.
We will assume that the distances are in decreasing order. Now we find a node
s' on the path from s to a in distance d; to a. If the distance from s to a is d (we
assume d > d;), then we can follow the path from s for d — d; steps. However,
as we store marker nodes on the way, the effort normally is much smaller. Now
we follow the paths from s’ and a; step by step until they both reach the same
node af, where the paths meet. We do the same for all other child pebbles. If d’
is the maximum distance of any a} from a, then the path from s to a contributes
d — d' newly visited nodes. If s is now made a pebble, and a further child pebble
to a with distance d, then the invariant is maintained.

Figure 2 depicts an example situation. When starting from node s, the pebble
a is reached after 7 steps. Pebble a has a pebble child a; in distance 5. To find
a node s’ on the path from s to a with distance 5 to a, one starts at node s and
follows the path for 2 = 7 — 5 steps, to reach node s’. Now the paths from g; to a
and s’ to a are followed simultaneously step by step, until both paths reach the
same node a’ after 3 steps. Hence, on the path from s to a, 5 = 2+ 3 nodes have
been visited for the first time. The node s will be made another child pebble of
a with distance 7.

The overhead, defined as the number of evaluations of function f for com-
puting d’ is O(d), if the number of child pebbles to a pebble is not more than
a constant. This however can be achieved by adapting the pebble data struc-
ture (introducing new pebbles at places where paths from child pebbles meet)
without changing the invariant. If we assume that the path length d from the
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starting point to the pebble is not more than a constant factor longer than the
number d —d’ of the newly visited nodes, the overhead will also be O(d—d'), and
hence the overhead per newly visited node will be O(1). The latter assumption
is based on the fact that only a small fraction of the nodes will be pebbles and
already visited nodes, and hence from a randomly chosen node, one will have on
average have a long way to go until a path between pebbles is met. An additional
overhead has to be accounted for the case where a starting node lies on a path
that is already visited, and where no newly visited nodes will be contributed.
However, if one assumes that the size n of the state space is so large that less
than 1073n nodes can be visited in total, then the probability for this event is
smaller than 1073 and hence this event is seldom.

One may also argue that if a WCC i has a size n;, then a starting node was
chosen from this WCC with probability n;/n, and thus the nodes attributed
to WCC i were done so independently in the original algorithm. If the new
algorithm chooses a starting node s from WCC i, then it attributes d — d’ nodes
to that WCC, the newly visited nodes on the path starting in s. Yet, the average
path length will depend on the placement of the pebbles, which will not directly
depend on the WCCs, and so will the path length. Furthermore, if WCC i has
had more visited nodes (in relation to its size) than other WCCs, then one has to
take into account that the probability to choose an unvisited node from WCC 4
will sink below n;/n, and the other WCCs will receive accordingly more starting
nodes and thus more visited nodes, so that the balance is approached again.

4 Experimental Results

We have programmed a simple, sequential version of the new algorithm. As only
values of n up to 107 are used for evaluation purposes, we could use a variant
where a bit could be stored for each node, to find out whether this node was
visited before. Thus, the algorithm immediately knows how many nodes have
newly been visited on this path. The pebbles are placed randomly for the sake
of simplicity, which will lead to a constant average distance between pebbles on
a path. As overhead, we only counted the way from the first visited node to the
next pebble. If we assume that on average, a path from a starting node will meet
a known path in the middle between two pebbles, and that a pebble on average
has two child pebbles, then we would have to increase the overhead by a factor
of 6, because the length would double, and three paths would have been followed
(two starting in child pebbles, one starting on the new path).

4.1 Performance Results

We tested our algorithm on a number of functions generated randomly with the
help of the 1rand48 pseudo random number generator, with different seeds. We
first tested functions of size n = 10°%. Figure 3 depicts the average number of
nodes newly visited, and the corresponding average overhead, for a sequence of
starting nodes. The x-axis represents the starting nodes as percentage of n, i.e.
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Fig. 3. Newly visited nodes and overhead per starting node for n = 10°, in percentages
of n.

1% of all nodes has been used as starting nodes, and the y-axis represents newly
visited and overhead nodes also as percentage of n. Figure 4 presents the integral
of the functions from Figure 3. We clearly see that after a certain threshold, only
few nodes per path are added, while the overhead increases very much. Hence,
our improved algorithm should only be applied up to this threshold. As the
functions from Figure 4 can be computed while the algorithm is executed, the
algorithm can stop automatically when a certain threshold is reached.

Figure 5 presents a detailed view of Figure 4 for £ < 0.05%. One sees that in
this region, which is a more realistic application scenario than to use 1% of all
nodes as starting nodes, the algorithm performs much more favorably.

To find out how the algorithm scales with increasing n, we plot the newly
visited nodes and overhead for n = 107 in Figure 6. We see that this function
looks as before, and conclude that the algorithm scales well. The same holds for
the sum of visited nodes and summed overhead, which is omitted due to space
restriction.

4.2 Generator Properties

For reference, we first investigated two functions that are known for a long time,
one unbroken and one broken. We started with the Data Encryption Standard
(DES) (see e.g. [7]), which has been a standard blockcipher from the seventies till
today, although it has been replaced officially by the AES (Advanced encryption
standard). The DES is a Feistel cipher with 16 rounds. In each round, one half
of the 64-bit codeword is combined with a 48-bit round key by a round function.
The round function contains a non-linear part. First, by doubling some of the
bits of the code word (so-called expansion permutation), it is increased from 32
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Fig. 4. Sum of visited nodes so far and summed overhead for n = 10,
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Fig. 6. Newly visited nodes and overhead per starting node for n = 107, in percentages
of n.

to 48 bits. This is followed by the S-box transformation back to 32 bits. There
are eight different non-linear S-boxes, each with a 6-bit input and a 4-bit output.
As the expansion permutation followed by the S-box transformation is the only
non-linear part of DES, and the one protecting DES against differential crypt
analysis, we chose this part as a kind of generator transition function. Because
of the small size n = 232, this graph could be explored completely. It revealed
11 WCCs (16 would be expected), the largest WCC had a size of 0.8n (0.76n
would be expected), and an average cycle length of 0.73/n (0.63/n would be
expected). Hence, this graph looks quite as expected.

Second, we took a pseudo random number generator based on a cellular
automaton by Stephen Wolfram [8], which is already known to be predictable
[9]. The cellular automaton consists of k linearly connected cells, each being
either in state 0 or 1. Each cell’s next state is dependent on its own state and
the state of its neighbours. Thus, the automaton can assume n = 2¥ states. For
an automaton with k = 24 cells, i.e. n = 2%, we revealed 49 WCCs, the largest
WCC having a size of 0.94n, with an average cycle length of 42.5\/n. Also this
graph could be explored completely. Compared to the expected values, there are
too many WCCs, the largest WCC is much too large, and the longest cycle is
much longer than expected.

Finally, we explored the A5/1 generator. It consists of three coupled linear
feedback shift registers (LFSR) of lengths 23,22, and 19. Each LFSR has a clock
bit. In each cycle, there is a majority vote over the three clock bits, and the
registers with clock bits corresponding to the majority are clocked, i.e. each
register is clocked in 3 out of 4 cases. The history of A5/1 is quite strange. It has
been designed by ETSI (European Telecommunication Standards Institute), but
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not been laid open for public scrutiny. We follow the presentation in [1] which
refer to other sources that re-engineered the algorithm in a GSM mobile phone
and finally got confirmation from GSM about the algorithm. Wagner et. al. also
present an attack on this stream cipher, hence the security is not clear, and we
felt it to be a good test case.

The state of the generator consists of the concatenated contents of the three
LFSRs, thus n = 254, With 326,131 starting nodes we detected 59,661 WCCs.
At most 103 starting nodes belonged to one WCC. The largest cycle found
had a length of 0.13y/n. A 32-CPU cluster needed one week to compute this
result. Hence, the graph looks definitely non-random. Most cycles have length
(4/3) - (228 — 1), i.e. they are defined by the period of the longest LFSR, and
its frequency of clocking! Similar observations, albeit not with respect to the
number of WCCs are made on slide 8 of [10].

5 Conclusions and Future Work

We have presented an algorithm that allows to explore large random graphs
better than previous methods. We applied this algorithm to reveal the graph
structure of several generators in the cryptographic field. Our next aim is to
refine and tune our algorithm, and to explore a larger part of the state graph
of A5/1, because the preliminary results indicate a quite unusual structure. Qur
feeling is that the surprising structure of the A5/1 state graph may also give rise
to a further distinguishing attack on the A5/1 output stream.
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Mandatory Access Control applications to web hosting
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Abstract. “Hosting” represents a commonplace solution for the low-cost im-
plementation of web sites through the efficient sharing of the resources of a
single server. The arising security problems, however, are not always easily
dealt with under the Discretionary Access Control model implemented by tradi-
tional operating systems. More robust separation between the hosted sites, as
well as more robust protection of the host system, can be attained by exploiting
the features typical of Mandatory Access Control systems. Recently, these sys-
tems have recently been made available to the vast Linux community through
projects like SELinux and grsecurity. This paper describes the architecture of a
secure hosting server, integrating SELinux functionalities into the Apache/PHP
platform, designed with the goal of increasing security without adding adminis-
trative burdens or impacting performance.

1. Introduction

The vast majority of web sites do not justify the costs associated with the installation
and administration of a dedicated server, permanently and reliably connected to the
Internet. Since the performances of modern hardware allow to easily support many
sites on a single server, hosting has become a widespread solution.

A web hosting server is usually based on a simple multi-user OS, allowing differ-
ent webmasters to securely access a reserved share of the server's disk, where site
contents are placed. Setting the proper permissions is not a trivial task, because the
web server software runs as a particular user, which needs read access to every share.

Malicious users can exploit the ability of the server process to access resources
other than their own ones by uploading, if allowed, dynamic pages, i.e. programs
which are executed by the web server upon request of a specific URL.

The solution to this access control problem can be pursued by improving the corre-
sponding security mechanisms of the operating systems. This work is focused on one
of the most successful platforms for dynamic web sites, i.e. a Linux box running PHP
[1] pages through the Apache web server [2], and describes a framework for securing
the hosting server by leveraging the features provided by the Secirity-Enhanced
Linux project (SELinux) [3]. In the following sections, the hosting scenario is exam-
ined in greater detail, the SELinux architecture and relevant features are briefly ex-
plained, and the proposed solution is discussed.
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2. Hosting: security and performance issues

Server resource utilization can obviously be optimized by sharing as many compo-
nents as possible among the different sites. Different solutions can be adopted, rang-
ing from the installation of virtual machines within the host to the configuration of a
single application to act as many virtual servers. Usually, there is a trade-off between
security and efficiency, because isolation requires duplication of some functions.

One significant advantage of a single process serving many virtual sites is, in fact,
the ability to efficiently pool available resources. Memory pages, file and network de-
scriptors, logging facilities and so on can be optimally handled and dynamically allo-
cated among threads or subprocesses. This solution requires either giving the web
server process, running as a particular but unprivileged user, the permission to read
the files of each site, or running the web server process as a privileged user, able to
switch identity to the specific account of the site it is serving. Both solutions exhibit
evident potential security weaknesses.

At the other end of the spectrum, virtual machines offer an excellent level of isola-
tion, but duplicate the entire operating system. They are more convenient than a dedi-
cated server for an organization in need of a complete set of network services (e.g.:
web, e-mail, DNS, collaboration tools, ...), yet the associated costs are still not viable
for the vast majority of small sites. Consequently, this approach will not be discussed
further, and the following sections will illustrate single-process based solutions.

2.1. Virtual hosting of dynamic sites with Apache

The Apache web server powers the vast majority of sites worldwide [4]. It exhibits a
modular structure [5, 6] allowing to extend the core functionalities so as to support
any need in terms of multiprocessing models, access control, diagnostics, HTTP han-
dling, content negotiation, virtual hosting, and execution of server-side programs. It
supports two different models of server-side execution: Common Gateway Interface
(CGI) and server-side scripting.

2.1.1. CGI performance and security issues

CGI [7] is the oldest model for the implementation of dynamic pages on web servers.
Basically, as its name suggests, it defines a standard interface between the web server
process and an external program it invokes. The web server acts almost as a pure
gateway, passing all the data received from the browser to the external program, and
passing the program's output back. No intervention is needed on the web server in or-
der to attain isolation between virtual sites, because all the potentially harmful opera-
tions are carried out by the external programs.

The Apache module mod_suexec invokes these programs by means of a set-user-id
wrapper program that executes them with site-specific credentials. In this way, an-
other potentially exploitable component is introduced, that is the wrapper executing
with root privileges, but there is no identity change of the caller web server process, a
procedure that would have a negative impact on performances, as better explained at
the end of the next section.
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2.1.2. Server-side scripting performance and security issues

The vast majority of dynamic pages are mostly composed of fixed HTML elements,
with some dynamically-generated information inserted in between. CGI programming
can be uselessly cumbersome in this scenario: the program has to deal with HTML
templates, generation of basic HTTP headers and other details, which often prevail
over its specific function. For this reason, server-side scripting has been developed as
a newer model for the implementation of dynamic pages. It works by tightly integrat-
ing the language used to program dynamic behaviour with the web server, making the
latter able to parse a page while serving it. When, at some point in a page, the server
recognizes the special tags marking embedded instructions, it substitutes them with
the results of their execution, at the same point within the data flow.

This approach has known a great success, since it makes the development of dy-
namic web sites much easier, especially for simpler ones. ASP (Active Server Pages)
on Microsoft Internet Information Server and PHP (PHP Hypertext Processor), espe-
cially popular on the Linux/Apache platform, are two examples of this technology.

However, from the security point of view, isolation between sites is more difficult
when this approach is chosen over CGI, because the scripting engine becomes actu-
ally part of the web server. The only possibility would be allowing to assign different
user ids to child processes spawned to serve requests belonging to different virtual
servers. This is a complex modification to the server code (there is a project for an
Apache module named mod_perchild but it is not usable) and it could still lead to an
inefficient resource allocation in large installations encompassing hundreds or thou-
sands of sites. In fact, once a child process has been given a specific id, it cannot
change it anymore, so it can be reused for the same site only. If it is idle, and re-
sources are needed to serve requests related to a different site, the only possible action
is to destroy it and spawn another child from the main process.

2.2. PHP and suPHP

According to the aforementioned observations, a solution providing both the security
advantages of the CGI model and the practicality of server-side scripting at the same
time appears to be desirable.

The suPHP project {8] pursues this goal, and consequently it has been chosen as
the building block of the system proposed in this paper. It exploits a peculiar property
of PHP (probably the most commonly used language for the implementation of dy-
namic web sites [9]), that is the possibility of deploying it within Apache either as a
module implementing the server-side scripting functionality, or as a CGI program.

Similarly to suexec, suPHP is composed of two parts: a small Apache module
which exposes the same functionalities of the full PHP module to the web server, and
a wrapper program which invokes the actual PHP interpreter in CGI mode. These
components take care of invoking the PHP interpreter so that (1) PHP pages written
according to the server-side scripting model are correctly processed without changes,
and (2) its credentials can be changed accordingly to the involved virtual site.

While suPHP represents a valuable starting point, it should be noted that any ap-
proach based on a simple identity change of the process in charge of generating a dy-
namic page leaves many potential security problems open. A strict minimum-
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privilege policy cannot be enforced under the discretionary access control model im-
plemented on Linux, and consequently many options are available to a malicious
webmaster for trying to compromise the server's security or simply misuse the server
resources. However, there are freely available systems allowing to effectively enforce
very sophisticated security policies, which can prevent most, if not all, of the possible
exploits a rogue process can attempt. SELinux has been chosen in this work, being
probably the most theoretically sound and widespread one.

3. Security-enhanced suPHP

3.1. SELinux basic concepts

SELinux is an implementation [10] in the Linux operating system of the Flask [11]
architecture, which encompasses two components. The Security Server contains the
definition of every security policy, and takes decisions accordingly. The Object Man-
agers (one for each OS subsystem) enforce the policies by querying the Security
Server for each relevant action. Four main different models cooperate to define the
access control mechanism implemented by the Security Server [12]: Type Enforce-
ment (TE) [13], Role Based Access Control (RBAC), User Identity (UI), and Muiti
Level Security (MLS).

The TE subsystem is the most relevant to the proposed application. According to
the TE model, each subject on the system has an associated security attribute called
domain, and similarly each object on the system has a fype. Interactions between sub-
jects, or actions performed by subjects on objects are controlled by an access control
matrix stating the rights of a given domain when dealing respectively with another
domain or a type. It is necessary to note that classes are used to group objects with
similar access methods. The access vector, listing the possible kinds of access rights
for an object, is not directly associated with the object but with its class, so each ac-
cess control mechanism (like the aforementioned matrix) is defined in terms of which
actions can be performed on a specific pair (object-type, object-class) rather than on
the object-type only.

Within SELinux, actually, each subject/object is associated with a label called se-
curity context composed of three attributes (user, role and type), whose meaning is
clarified in Table 1. Yet, the Security Server bases its security decision (i.e. decides
whether granting the subject access to the object or not) on the third field of the con-
text only (fype being a synonym of domain for subjects), working under a closed-
world policy, meaning that permissions not explicitly granted are denied.

Table 1. - Meaning of the security context attributes

For a process For a file
User | SELinux user who started the process SELinux user owning the file

Role | Role associated with the user at process start time | Not used (always set to object_n)

Type | Domain which the process runs within Type associated to the file
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The configuration of SELinux, according to the described models, encompasses two
actions: the labelling of each object with the right security context, and the definition
of type enforcement policies.

The labelling step is quite simple; a file with the .fc (file contexts) standard exten-
sion lists, on each line, a triple composed of:

1. aregular expression matching an absolute filename,
2. atype (regular file, directory, block special, character special, socket),
3. a security context.

The definition of policies, written in a file with the .fe (type enforcement) standard
extension, is much more complex. Several heterogeneous kinds of statements can ap-
pear in a policy, like: definitions of types and rules for changing types of subjects and
objects at runtime, access rules implementing the access control matrix, role declara-
tions, role transition rules, user definition and user-to-role mapping

3.2. Design of base policies for domain operation

The most common usage of SELinux within many Linux distributions is to confine
each service, such as Apache, to a specific domain. However, as already noted, grant-
ing site-specific child processes the same capabilities of the main server is not desir-
able, since dynamic page generation usually requires much lower privileges. Enforc-
ing the minimum privilege principle is particularly important when wrapper programs
which momentarily gain root identity are involved.

To achieve both proper privilege reduction and isolation between virtual sites, the
implemented prototype defines a different domain for each virtual site, and calls for a
domain transition from the Apache starting domain to the site-specific one.

In order to highlight the relevant capabilities needed by the web server, and to
make policies independent from the specific distribution, a specific apache_suphp_t
domain has been defined for standard Apache operation. Since security decisions de-
pend on the domain only, no new users and roles have been defined, using system_u
and system_r which are the default for executing system daemons. Simple file context
and policy declarations, not shown for the sake of brevity, allow the apache suphp t
domain to access all the relevant Apache+suPHP subsystem files, give the server the
capabilities needed to properly access the essential system resources, and make every
domain associated with a virtual site able to access log and configuration files.

The specific policy for the concession of proper capabilities to each domain is
more complex. Moreover, every time a new virtual site is added, the corresponding
policy must be added to SELinux configuration. Consequently, theoretical analysis
and experimental validation was initially performed on a single site, leading to the
policy definition for a specific domain, then the policy file was rewritten as a template
(shown in Fig. 1), by inserting a formal <<<Domain>>> parameter which is substi-
tuted with the actual value by an installation script.

This template does not contain the essential rules allowing the domain transition
from apache_suphp_t to SuPhp_<<<Domain>>>_t, which are detailed in the fol-
lowing three sections according to the three different ways to implement the transition
itself (two requiring the modification of suPHP code in order to make it SELinux-
aware, and one exploiting the configurable SELinux automated labelling).



18

# role and type declarations

role system_r types SuPhp_<<<Domain>>>_t;
type SuPhp_<<<Domain>>>_t;

type SuPhp_<<<Domain>>>_document_t;

# association between declared types and their function
domain_type(SuPhp_<<<Domain>>>_t)
files_type(SuPhp_<<<Domain>>>_document_t)

# access to system libraries and standard capabilities
[ omitted, similar to the main Apache ones ]

# allow a domain to read its own configuration file
allow SuPhp_<<<Domain>>>_t SuPhp_conf_etc_t:file { getattr read };

# allow a domain to access pages for its own site
allow SuPhp_<<<Domain>>>_t SuPhp_<<<Domain>>>_document_t:dir { search getattr read };
allow SuPhp_<<<Domain>>>_t SuPhp_<<<Domain>>>_document_t:file { getattr ioctl read };

# allow logging

allow SuPhp_<<<Domain>>>_t SuPhp_log_t:file { create append };
allow SuPhp_<<<Domain>>>_t var_log_t:dir { search write add_name };
type_transition SuPhp_<<<Domain>>>_t var_log_t:file SuPhp_log_t;

# allow IPC with the main Apache process

allow SuPhp_<<<Domain>>>_t apache_suphp_t:dir { getattr search };

allow SuPhp_<<<Domain>>>_t apache_suphp_t:fd use;

allow SuPhp_<<<Domain>>>_t apache_suphp_t:fifo_file {read write getattr };
allow SuPhp_<<<Domain>>>_t apache_suphp_t:process sigchid;

allow apache_suphp_t SuPhp_<<<Domain>>>_document_t:dir { getattr search };
allow apache_suphp_t SuPhp_<<<Domain>>>_document_t:file { getattr read };
allow apache_suphp_t SuPhp_<<<Domain>>>_t:process { sigkill signal };

# allow the execution of the php interpreter
allow SuPhp_<<<Domain>>>_t bin_t:file { execute execute_no_trans getattr read };
allow SuPhp_<<<Domain>>>_t bin_t:dir { search getattr };

Fig. 1. Template for the virtual site policies

3.3. Module-invoked domain transition

The suPHP module, when loaded, becomes part of the running Apache process, and
handles the creation of the child suPHP wrapper process when needed. A simple
modification to the module code allows to invoke the SELinux API function setexec-
con() just before child creation (Fig. 2), setting the context the wrapper process is cre-
ated within to the domain associated to the virtual site to be served. Reuse of the
Apache process for other requests is guaranteed by resetting the context to the original
value after the external execution has ended. This is the optimal strategy, because the
wrapper never runs in any other domain than the site-specific one. It requires modify-
ing a code portion which runs within the Apache process, so theoretically, if its im-
plementation is flawed, it could add a vulnerability to the whole server. However, the
patch is literally composed of 20 lines of code (error checking included), thus a thor-
ough security revision should not be overly difficult. In order to make it work, the
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Apache process must be explicitly allowed to call the sefexeccon function and the
transition from the apache_suphp t domain to the SuPhp_<<<Domain>>>_t do-
main must be allowed for the suPHP wrapper executable, as shown in Fig. 3.

lusr/local/bin/suphp
Type: SuPhp_exec_t

2, apr_proc_create

lusr/bin/p

Type: bi

hp-cgi
t

HTTPD
(mod_suphp)

wrapper

current: | apache_suphp_t current: | SuPhp_DOMAIN_t
prev: unconfined_t prev: apache_suphp_t

Il 1. setexeccon

current: | apache_suphp_t
prev: unconfined_t
exec: SuPhp_DOMAIN_t

Fig. 2. Execution context evolution for module-invoked domain transition

allow apache_suphp_t self:process setexec;
domain_trans(apache_suphp_t, SuPhp_exec_t, SuPhp_<<<Domain>>>_t)

Fig. 3. Policies for module-invoked domain transition

3.4. Wrapper-invoked domain transition

An alternative transition model encompasses the invocation of the setcon() function,
available within the SELinux API as well. When called from within the suPHP wrap-
per, it causes the context transition of the process, which leaves the apache suphp t
domain to enter the SuPhp <<<Domain>>> t domain (Fig. 4), much like the
setuid() and setgid() system calls cause the process to assume the identity related to
the virtual site to be served.

lusr/local/bin/suphp
Type: SuPhp_exec_t

1. apr_proc_create

lusr/bin/php-cgi
Type: bin_t

HTTPD

suPHP
(mod_suphp)

wrapper

current: | apache_suphp_t current: | apache_suphp_t current: | SuPhp_DOMAIN_t
prev: unconfined_t prev: apache_suphp_t prev: SuPhp_DOMAIN_t

ﬂ 2. setcon

current: | SuPhp_DOMAIN_t
prev: apache_suphp_t

Fig. 4. Execution context evolution for wrapper-invoked domain transition
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This approach has the only, negligible advantage of modifying a component which is
not part of the main Apache process. However, it requires passing the final domain
(read from the Apache configuration file) to the wrapper process through the envi-
ronment, and needs a slightly more complex policy setup allowing the dynamic con-
text change for the suPHP wrapper process (Fig. 5).

allow apache_suphp_t self:process setcurrent;
allow apache_suphp_t SuPhp_exec_t:file execute_no_trans;
allow apache_suphp_t SuPhp_<<<Domain>>>_t:process dyntransition;

Fig. 5. Policies for wrapper-invoked domain transition

3.5. Policy-driven domain transition

The domain_auto_trans macro, when used in a policy file, instructs SELinux to exe-
cute a program within a specified domain, instead of inheriting the domain of the
caller. The domain is determined by the policy file according to the type associated to
the executable file (Fig. 6). This feature can be exploited to attain the correct domain
transition for the wrapper without introducing changes to either the module or the
wrapper itself. There is a drawback: since a file can only be labelled with a single
type, in order to attain transitions to different domains (one for each virtual site) it is
necessary to create a separate copy of the wrapper executable for each one.

apr_proc_create SuPHP
wrapper
lusr/local/bin/suphp. DOMAIN lusrbin/php-cgi

Type: SuPhp_DOMAIN_exec_t Type: bin_t

HTTPD
(mod_suphp)

current: | apache_suphp_t current: | SuPhp_DOMAIN_t | | current: | SuPhp_DOMAIN_t
prev: unconfined_t prev: apache_suphp_t prev: SuPhp_DOMAIN_t

Fig. 6. Execution context evolution for policy-driven domain transition

4. Implementation

4.1. Configuration notes

The first and second approaches described in the preceding section need the domain
associated with the virtual site to be passed as a parameter to the suPHP module. As
any Apache module, suPHP declares its configuration directives, so that, when the
module is loaded, Apache can recognize them in the configuration file, perform a for-
mal check of their syntax, and make the associated values available to the module.
The original suPHP module declares a suPHP_UserGroup directive, specifying the
standard Unix identity associated with the virtual site. The code has been modified in
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order to declare a suPHP_SeLinux directive too. The added directive allows to specify
only the SELinux domain which the suPHP wrapper will run within. As anticipated,
all the instances will use the same user and role, because these attributes are not con-
sidered by the Security Server when making security decisions. A proliferation of use-
less users and roles would only make policy definition exponentially more complex.

The third approach needs the filename pointing to the correctly labelled wrapper
copy to be passed as a parameter to the suPHP module. A simple convention regard-
ing filenames allows to avoid unnecessary duplications: the wrapper copy which, by
virtue of its type and of SELinux configuration, is going to run within a given domain
has to be named /path/to/wrapper/suphp.domain. In this way, the module can compute
the filename from the already introduced parameter suPHP_SeLinux.

4.2 Performance evaluation

The performance of the secured web server has been tested for each of the implemen-
tation schemes, and compared to the performance of a clean, non-secured server. A
simple response time test was performed, by requesting a page which executes only
the phpinfo() function using the Apache Benchmark (ab) tool. Fig. 7 shows the times
needed for receiving the 80% of the awaited responses, for different values of concur-
rency, i.e. the number of simultaneously issued requests. As attended, the intervention
of the complex SELinux components is visible, yet acceptable: the increase in the re-
sponse time is usually below 5% for the most interesting of the three implementation
variants (module-invoked domain transition).

HTTP Response times

| —e—Basesystem —a—MDT —a—WDT —— PDDT

30 40 50 60 70 80 €0 100 110 120
Number of concurrent requests

Fig. 7. Results of tests performed on non-secured system, a system implementing module-
invoked domain transition (MIDT), a system implementing wrapper-invoked domain transition
(WIDT) and a system implementing policy-driven domain transition (PDDT)



22

5. Conclusions

The presented work shows a practical application of the powerful access control
model implemented by SELinux. The chosen applicative context, in the author's ex-
perience, presents significant security issues that are often overlooked for the sake of
easy (lazy?) administration, but nonetheless very difficult to solve with the traditional
operating systems approaches.

In fact, one of the most difficult configuration activities within these systems con-
sists in choosing a layout of ownerships and permissions allowing each webmaster to
work with its files, making them readable by the web server, but keeping them confi-
dential with respect to other sites. Any small mistake can either prevent a site from
working or make its sensitive data easily available. The problem is exacerbated by the
DAC system, allowing each user to change the permissions of its own files, either ma-
liciously or mistakenly. The adoption of MAC policies can lead to great benefits, both
for achieving accurate protection of the host system and for isolating the guest virtual
sites from each other.

The described system has been fully implemented and tested, both verifying the
correspondence between attended and real behaviour of the domain transition poli-
cies, and measuring the impact on performance, obtaining satisfying results on both
fronts. Current work is aimed to extend the analysis to the alternative systems (for ex-
ample: grsecurity [14]), verifying the feasibility of defining a common framework for
the configuration of secure multi-user web servers on different platforms.
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Abstract. The number of portable devices using wireless network technologies
is on the rise. Some of these devices are incapable of, or at a disadvantage at
using secure Internet services, because secure communication often requires
comparatively high computing capacity. In this paper, we propose a solution
which can be used to offer secure network services for low performance
portable devices without severely degrading data transmission rates. We also
show that using our approach these devices can utilize some secure network
services which were so far unavailable to them due to a lack of software
support. In order to back up our claims, we present performance measurement
results obtained in a test network.

Keywords: wireless, portable device, security, security proxy, security services

1 Introduction

Nowadays, an increasing number of people use Personal Digital Assistants (PDAs)
and smartphones. Alas, the limited processing power of some of these devices leads to
severe performance degradation when using strong encryption, required for secure on-
line communications. Also, some network security services (e.g. some VPN
technologies) are completely unavailable to the users of these devices because the
service provides no client support for their platform.

While these problems might disappear in the future as portable devices become
more powerful, it’s also possible that the trend for ever smaller devices persists, so
that there may always be a class of devices for which the computational overhead of
strong encryption poses a challenge.

The performance problem we attempt to address is grave. While a PDA we tested
was able to achieve network throughput of 0.163 MB/s using no encryption, this
dropped to 0.036 MB/s when we switched to IPSec [7,8]: a drop of about 78%. The
higher CPU load can also lead to drastically reduced battery life.

We propose to outsource the computationally expensive parts of network traffic
encryption to a security proxy (SP), a trusted device provided by the network
operator.

Users who wish to take advantage of this service may instruct the security proxy to
establish a secure communication channel With a specified address and forward
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unencrypted traffic from the user’s device to the other encryption endpoint through
the encrypted tunnel (and vice versa, of course). We show that it is possible to do this
without the user having to surrender authentication secrets.

In the rest of the paper, we introduce the security proxy architecture in detail,
including the communication protocol used between the proxy and the portable device
and the proxy and other network devices.

Measurement results that demonstrate the effectiveness of the security proxy
approach are also included.

2 Architecture of the security proxy

As noted above, the security proxy takes care of establishing an encrypted connection
to a remote server and then forwards packets between the portable device and the
remote server. Since traffic between the security proxy and the portable device is
unencrypted, the portable device must trust the network and the security proxy in
order to use this service; however, if the other option is trusting the entire Internet, the
choice should be easy.

The security proxy has two distinct modes of operation: tunnel mode and gateway
mode.

In tunnel mode, an encrypted tunnel is created and arbitrary IP packets can be
routed through it. This is ideal for VPN applications. The security proxy acts as a
VPN client and establishes a VPN connection with the remote endpoint specified by
the portable device (authentication needs to be taken care of; see below).

In order for the portable device (PD) to be able to send packets through the VPN,
all routers between the security proxy (SP) and the PD must be made aware that all or
some packets from the PD must be routed towards the SP. See below for details.

2 W
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Fig. 1. Security proxy tunnel mode, for VPN applications

In gateway mode, the security proxy acts as an application layer gateway,
translating a weak protocol like telnet or pop3 into one with strong encryption, such

as ssh or pop3s.
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Fig. 2. SP gateway mode for gatewaying e.g. telnet to SSH.

In gateway mode, the PD initiates an application-level connection with the SP
using some weak protocol like telnet; the SP in turn establishes a corresponding
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encrypted connection to the real server (in the case of telnet, using SSH). The SP
internally translates all telnet messages into SSH messages and SSH replies into telnet
replies, so that the user of the PD can effectively telnet into an SSH server.

This usage also requires routing changes. If the routers don’t know about the SP,
they will forward telnet packets to the ssh server directly; and if the user telnets to the
SP instead, the SP won’t know what server to connect to using SSH, because it will
only see its own address in the destination field of the TCP SYN packet the PD sends.
Therefore, the routers must again be told to route some or all packets from the PD
through the SP. This way the SP can transparently proxy the telnet connections and
turn them into SSH connections.

The fundamental difference between the two modes of operation is which network
layer they work in. In tunnel mode, the PD can send arbitrary IP packets through the
encrypted connection. In gateway mode, a specific application layer protocol is
gatewayed into another one, and no data packets can be sent through the encrypted
connection directly. This, alas, also means that gateway support for every application
layer protocol must be implemented separately.

3 Outsourced authentication

The proxy must be able to authenticate itself on behalf of the user to remote servers.
A straightforward but insecure way to do this would be to require the PD to surrender
its authentication secret to the SP. The obvious disadvantage of this approach is that
the SP could then later establish connections on behalf of the user at will.

Therefore, we propose outsourced authentication, where the SP forwards
authentication challenges from the contacted server to the PD and replies from the PD
to the server; thus, the user needn’t surrender his or her secret, and the only
computationally expensive operation the PD has to carry out is replying to the
authentication challenge. This procedure can be repeated as many times as necessary.

User's secret N
r\h L\ 1
2 é ¢ £

Signed data

Fig. 3. Outsourced authentication. The SP sends the authentication information to be signed,
mobile device signs it with the user’s secret and sends back the signed data to the SP.

4 Routing issues

As mentioned earlier, the security proxy must receive the to-be-encrypted traffic from
the portable device with the destination IP address intact (that is, with the actual
destination IP, not the IP of the SP, in the header).
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One way to accomplish this is to place the security proxy in the normal traffic path
between the PD and the rest of the network; that is, either pointing the default route
through it or placing it directly behind the access device the PD is connected to.

This has several drawbacks:
¢ The SP needs higher routing performance than it would need if it only saw traffic it

actually needs to process in some way.
¢ In a network with many access devices, establishing this topology may be

impractical.
e It is more difficult to set up load balancing between several security proxies.

It is also possible to selectively route packets to the SP by setting up appropriate
routing policies in the routers between the PD and the SP. While this alleviates the
problems mentioned above, it introduces additional complexity by requiring the SP
and the routers to communicate with each other.

Operators willing to implement a security proxy can decide whether the additional
complexity is worth the increased scalability and flexibility. The Security Proxy
Control Protocol (SPCP) we propose includes the primitives necessary to modify
routing policies, but their use is not mandatory.
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Fig. 4. Gateway (router) controlled by SP. The routing decision is based on the source and
destination address of the packets, not just the destination.

In tunnel mode, the PD can specify a list of [P ranges that should be routed through
the encrypted tunnel. The SP then instructs the router(s) between itself and the PD to
route packets that originate from the PD and are addressed to any of these ranges
through the SP.

This doesn’t introduce a security risk because the PD can only influence the
routing of its own packets, not arbitrary packets. The additional processing load on
the routers may have to be considered though.

In gateway mode, each to-be-proxied service has a well defined IP address,
protocol and port number. The router(s) must be instructed to route matching packets
towards the SP. For example, if the SSH server at 1.2.3.4 is to be reached using the
telnet protocol, TCP packets sent by the PD and bound for 1.2.3.4, port 23 — or, if the
telnet service itself must stay reachable, port 22 — should be routed towards the SP.
All other packets to 1.2.3.4 use the default route.

Some routers may not be able to base their routing decision on protocols and port
numbers; in this case, several workarounds are possible, e.g.:
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e An IP-over-IP VPN (using e.g. GRE) may be set up between the PD and the SP.
Because there is no encryption, no substantial processing overhead should result.
Note that this approach completely eliminates the need to modfy routing between
the PD and the SP in any way and is thus also a viable option if the routing
management elements of the SP concept are not deployed.

o All packets addressed to the selected remote servers could be routed to the SP,
which could then decide which ones it needs to proxy and which can be forwarded
as-is.

S Security Proxy Control Protocol

In order to facilitate communication between the SP and the PD (and optionally
between the SP and the router), we specified the SPCP application layer protocol with
extensibility in mind. Syntactically and conceptually, SPCP resembles HTTP and SIP.
It can take care of connection establishment, outsourced authentication, routing
change requests and connection termination.

5.1 Communication between the portable device and the security proxy

SPCP uses TCP as its transport protocol. A client session lasts as long as the TCP
connection between the PD and the SP is alive (keep-alives must be sent
periodically). The SP discards all state information and undoes routing changes
related to the client if the TCP connection is terminated. This mechanism ensures that
no “dangling” routes are left over and that a new client that assumes the IP of a
previous one cannot use the services requested by the previous client.

The protocol uses simple request-response semantics. Each message consists of a
number of attribute=value pairs. The response to a request-type message is always a
status message.

The client initiates the connection by sending a CONNECT message. This message
could later be extended to include attributes useful for authentication; client profiles
could be stored on the proxy and automatically activated on successful login.

The client can request a new encryption service or deactivate an old one by sending
a MODIFY message with a subtype of set or del respectively (which will modify the
in-memory service profile associated with the client, hence the name).

The client receives a status message from the proxy only after all necessary
initialization has been taken care of; for example, in the case of gateway mode, the SP
first sets up the appropriate routing rules before indicating success (or failure) to the
client. This keeps the protocol simple because there will only ever be one status reply
to any request.

If an authentication process needs outsourced authentication, the SP sends a “201
authentication required” STATUS message that contains the authentication challenge
in an authparam attribute. The PD then sends back the original MODIFY message
extended with the response to the authentication challenge.
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An UPLOAD message is provided to transmit relatively large chunks of data, such
as cryptographic certificates, to the proxy [1]. These can then be re-used during
authentication to remote services and need not be re-uploaded again. Note that thanks
to outsource authentication, it is not necessary to upload the private key.

A well-behaved client should send a DISCONNECT message before
disconnecting; this ensures that the proxy can de-allocate all reserved resources,
discard state information and reset routing changes related to the client without
having to wait for the TCP keepalive to time out. The advantage for the client is that it
can be certain that the next device to obtain its IP address will not be able to use its
encrypted tunnels even for a short time. Note that this window of insecurity can be

eliminated completely if the client is required to use a GRE tunnel to communicate
with the SP.

5.2 Communication between the security proxy and the router

The ROUTE protocol primitive can be used to instruct the router to add or remove
routing rules to selectively route packets towards the SP.

Naturally, the router must be able to authenticate the SP in some way, otherwise
allowing an external device to affect routing would be a security risk.

As above, the router and the SP maintain a TCP connection as a means of ensuring
soft-stateness; if the connection is broken, all routing rules requested by the
corresponding SP should be discarded.

5.3 Example: establishing an IPSec session

Let’s take a look at how a PD might set up an IPSec session with a remote VPN
concentrator through the SP. Figure 5, below, shows the required message sequence.
All communication (except between the SP and the remote server RS) uses SPCP.

Notice how the security proxy acts both as an SPCP server for the PD as well as an
SPCP client to the router (GW).

The first message is the CONNECT message of the PD. The SP might preload a
saved service profile associated with the user after successful authentication of the
user; this is beyond our scope at this point.

The SP acknowledges the CONNECT message by sending an “OK” status
message.

Next, the PD sends a MODIFY set request, specifying the type of service requested
(IPSec), the address of the remote server, and optionally several IP/netmask pairs to
be routed through the tunnel.

At this point, the SP begins setting up the IPSec session with the remote server. It
completes the first four messages of the IKE [2] phase, but in order to construct the
fifth message the IPSec client running on the SP needs the user’s private key. The SP
replies to the MODIFY request of the client with a status of “201 authentication
required”, and includes the HASH_I value the client must sign with its own secret
key.
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The client signs HASH_I using the RSASSA-PKCS1-v1_5-SIGN [3] primitive and
repeats the MODIFY set request, including the signed HASH [ value needed to
complete authentication.

The SP inserts the signed HASH_I value into the SIG I payload and sends out IKE
phase one message five. The remote server accepts the signature because it was
created with the user’s private key.

The IPSec server replies with a signed HASH_R value packed in the SIG R
payload. The SP can check the validity of SIG_R because the IPSec server certificate
is public and includes the public key. If the authentication process is successful, the
second phase of IKE can commence.

g <& Y ¥

PD GW sP RS

Fig. 5. IPSec service setup sequence diagram.

When the IPSec session between the IPSec client running on the SP and the remote
server is established, the SP sends a ROUTE message to the default router of the PD
to set up routing as requested by the client. If the router is able and willing to comply,
it replies with a STATUS of ROUTE set OK.

Finally, the security proxy replies to the last MODIFY set message of the client
with a STATUS message of MODIFY set OK, indicating that the service is ready to
use.

If the mobile device wants to request a new service in addition to this one it simply
sends a new MODIFY message with the parameters of the new service.

6 Security issues

If the PD and the SP want to authenticate each other, the entire conversation can be
secured using e.g. SSL and certificate-based authentication. Alternatively,
authentication can take place in the CONNECT and CONNECT OK message so the
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security proxy and the mobile device can authenticate each other at the beginning of
the connection. Message authentication codes can be placed in all other messages too.

However, on an untrusted network, any number of attacks would be possible
against the communication between the PD and the SP (in addition to exposing
private, not-yet-encrypted data as it travels between these two entities). Therefore,
network or data link layer security must be present at all points between the PD and
the SP.

One way to accomplish this is to use hardware link layer encryption between the
PD and the router (e.g. WPA-TKIP or WPA-AES CCMP [6]) and some strong VPN
such as IPSec between the router and the SP. We note that although WPA-PSK-TKIP
is vulnerable to brute force attacks, strong passwords still provide adequate security.

- f)
J-—m&#—m Ii| m‘t
PD GW P RS

S

Fig. 6. In a secure network, packets must only travel through encrypted and authenticated
channels.

Scalability is important; after all, the whole idea of a security proxy is meant to
enhance the performance of portable devices. Therefore, it is always advisable to use
encryption that the devices in question have hardware support for.

Because sensitive data is going to traverse it in the clear, the PD must be able to
trust the network. When using WPA in “Enterprise mode”, the PD can authenticate
the access point and the entire network in a certificate-based manner. This prevents
the “evil twin” man-in-the-middle attack where the attacker impersonates an access
point and is thus recommended for running a security proxy.

IP spoofing must be prevented as well; otherwise if client A sets up an encrypted
tunnel, client B might be able to send packets into that tunnel by spoofing the address
of client A (or even receive client A’s packets using ARP poisoning). Luckily, in a
WPA-TKIP environment, spoof protection is almost automatic. A portable device
cannot spoof its MAC address because that would break the encryption. Thus,
spoofing both the MAC and the IP address, which would be difficult to detect, is
impossible.

Preventing IP spoofing can be done at the access point. If — as is the case in most
networks — address assignment is done using DHCP, the AP can monitor DHCP
traffic and set up static ARP entries based on DHCP address assignments. Packets
whose source IP-MAC combination doesn’t match the ARP table can be discarded.
This also defeats ARP poisoning. We have a prototype of such a filter running under
the OpenWrt[9] Linux distribution on an off-the-shelf access point.

7 Results

We developed a prototype of the proxy and performed measurements to demonstrate
its performance. We used a WPA Enterprise network in which a RADIUS [5] server
authenticated the user using EAP-TLS [4]. We used an HP IPAQ HS550 PDA
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(Personal Digital Assistant) with a Java based client application. SP client, IPSec
client and OpenVPN client ran on a Pentium 4 computer.

PSec service openVPN service

Throughput
Mbytels
<

oc and SF 550 5P and openVEN R

Fig. 7. Test results

In the tests the portable device utilized an IPSec service with and without the help of a
SP. Using the SP, transmission speed was almost as high as with no encryption, as
expected. Without the SP, the IPAQ was able to achieve a mere 22% of the plaintext
throughput. Additionally, using the proxy, we were able to communicate with an
OpenVPN server even though no officially supported OpenVPN client is available for
Windows Mobile at this time. Other VPN solutions that don’t support PDA clients
can be made accessible to PDAs as well.

8 Summary

We have shown that it is possible and feasible to enable low-performance portable
devices to use strong network encryption by introducing the security proxy that takes
care of the computationally expensive operations on behalf of the portable device.

We presented security proxy architecture in details, including the SPCP used
between the proxy and the portable device and the proxy and other network devices.
Additionally we introduced the outsourced authentication method with which security
proxy can authenticate itself on behalf of the user without the knowledge of user’s
secret. Finally the realization of security proxy proved that data transmission speed
was the same as in the no encryption scenario which was four times faster than PDA
[PSec encryption.

The technology can also be used to gateway between weak and strong protocols, so
that even services with no client support on portable devices become accessible.
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Abstract. In this paper, we present a new identity based signcryption
scheme with public verifiability using quadratic residue and pairings over
elliptic curves, and give a security proof about the original scheme in
the random oracle model. Furthermore, this paper focuses on a multi-
sender(t,n) identity based threshold sighcryption. Finally, we prove the
scheme of threshold setting is secure as the original scheme.
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1 Introduction

In this paper, we present a Multi-sender (¢,n) identity based threshold sign-
cryption with public verifiability, which contains three important primitives:
threshold cryptography, signeryption, identity based systems.

1.1 Threshold Cryptography

Threshold cryptography [11] provides for increased security of the distributed
platform by distributing protocols among a number of participants. A ¢ out of n
threshold signature scheme is a protocol that an adversary who corrupts at most
t — 1 players (the adversary knows all the secrets of corrupted players) cannot
obtain any available information about the secret key of the system or forge
a valid signature. Each player should compute his partial signature. After we
collect at least t valid partial signatures, we can combine these partial signatures
to an original signature.

1.2 Identity Based Signcryption with Public Verifiability

In 1997, Zheng [1] proposed a new primitive called signcryption, which is more
efficient than the conventional ’sign-then-encrypt’ approach. A secure signcryp-
tion scheme should satisfy confidentiality; unforgeability, and public verifiability
(including non-repudiation).
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Definition 1: When a signer Alice denies her signature, the receipt Bob can
prove that Alice is just the signer of her signature in an efficient and secure
way. If Bob doesn’t compromise his secret key and the plaintext to anyone, we
say that the signcryption scheme satisfy Public Verifiability .

In addition, we note that public verifiability should not affect the confiden-
tiality and unforgeability of the scheme.

1.3 Related works and Our Contributions

The combination of threshold scheme and identity based signcryption leads to
identity based threshold signcryption scheme. This problem has not yet been
well solved in the literature, although some threshold signcyption schemes [2,
3,12] have been proposed. They only consider the unsigncryption process in a
(t,n) threshold manner. The previous schemes can be regarded as multi-recipient
signcryptions, that can be unsigncryptable by multiple designated verifiers.

The focus of our study is on a multi-sender threshold signcryption with public
verifiability. And the main contributions are as follows:

Firstly, based on LQ’s scheme [15], we propose an efficient signcryption with
public verifiability. As a result we adopt this signcryption as the original sign-
cryption of our threshold scheme.

Next, we give a multi-sender (¢,n) threshold signcyption model, which has
multiple senders and only a recipient. After collecting the valid at least t partial
signcryptions, the recipient can compute the original signeryption. Our thresh-
old work builds on the above original signcryption and secret sharing [5]. In
this paper, we combine and simplify two protocols to achieve secure threshold
signcryption. Compared with traditional threshold signature-then-encryption,
the scheme achieves more attractive features, such as high efficiency and low
communication overheads.

Lastly, the scheme can easily find the corrupted party, which is an excellent
property in threshold cryptography.

2 Preliminaries

2.1 Pairings and Quadratic Residue

Pairings: Let (Gj,+) be a cyclic additive group generated by P, whose order
is a large prime p, and (Gg,-) be a cyclic multiplicative group with the same
order p. Let e: G; x G; — G2 be a map with the following properties:

1. Bilinearity: e(a- P, b- Q) = e(P,Q)% for all P,Q € Gy,a,b € Zy;

2. Non-degeneracy: There exists P,Q € G such that e(P, Q) # 1;

3. Computability: There is an efficient algorithm to compute e(P, Q) for
P QeG;.

We use the supersingular elliptic curves and Weil Paring [16] to realize such
groups. The security of the scheme depends on the hardness of Bilinear Diffie-
Hellman problem and Decisional Bilinear Diffie-Hellman problem [16].
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Definition 2.Given two groups Gi and Gy of the same order q, a bilinear
map e : Gy x Gy — G2 and a generator P of Gi, the Bilinear Diffle-
Hellman (BDH) problem is to compute e(P, P)2*¢ given (P,aP,bP,cP). the
Decistonal Bilinear Diffie-Hellman (DBDH) problem is, given a tuple of
points (P,aP,bP,cP) and an element h € Gy to decide whether h = e(P, P)**
or not.

The Decisional Bilinear Diffie-Hellman problem is not harder than Bilinear

Diffie-Hellman problem. No algorithm is known to be able to solve any of them
so far.
Quadratic Residue: [17]Let N be an integer, and Zy = {k € Zy|(k,N) =1}.
a € Z}; is said to be quadratic residue modulo N, if there exists an z € Z}; such
that 2 = a mod N. It is infeasible to compute from z? = a mod N if modulo
N can’t be factorized.

2.2 Protocol Emulation

The common idea to prove threshold security [4] [6] [8] is that the adversary A’s
view in the threshold setting can be simulated by a simulator § that runs in the
original scheme.

3 Multi-sender Threshold Signcryption Model and
Security Requirements

3.1 System Model

Communication Model. We consider a set of n senders {Py, ..., P,}, indexed
1,...,n, and a recipient Bob, and a static adversary .A who can corrupt the set
of n senders.

The Static Adversary. If the set of corrupted parties is fixed before the proto-
col begins, we call the adversary non-adaptive or static. Assumed that the static
adversary can corrupt up to t — 1 of the n players, such as n > 2t + 1.

System Parameters. Initially, given security parameters k , the Trusted Key
Generator (TKG) chooses a groups G; of prime order q , a generator P of
g, and chooses Fy as Gy, a bilinear map e : G; x G; — Gg, three hash
functions H; : {0,1}* — G; and Hy : Gy — {0,1}" and Hj3 : {0,1}" x
{0,1}" — F7. Then, TKG chooses a master key c € Fq* and computes Py = cP.
Besides, TKG chooses a large RSA modulus N that nobody can efficiently
factorize. The algorithm pair (E, D) is secure symmetric encryption and de-
cryption algorithms respectively. The system’s public parameters are: K =
(G1,G2,n, e, P, Ppyp, H1, Hy, H3, N), where n denotes the size of ciphertext. Given
an identity ID, TKG computes the public key Q;p = H1(ID) € G, then sets
dip = cQ1p to be the private key . Alice’s key pair is (Q;p,,drp,). Bob’s key
pair is (Q1p,,drp, ). Note that we choose the same system parameters as in the
Malone-Lee scheme [?] except a large secure modulus N.
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3.2 Security Requirements

The original signeryption should satisfy the following properties: IND-IDSC-
CCA, EF-IDSC-ACMA, and Public Verifiability [15] [18] [1]. We have given
the definition of Public Verifiability in Section 1. Next the definitions of IND-
IDSC-CCA, EF-IDSC-ACMA are given in Definition 3. and Definition 4.
respectively.
Definition 3. The scheme is secure against adaptive chosen-signcryptext attacks
that is defined in the game (IND-IDSC-CCA) played between a challenger B
and an adversary A, if no polynomially bounded adversary has a non-negligible
advantage e.
Definition 4.2. The scheme is said to be secure against an existential forgery
for adaptive chosem messages attacks (EF-IDSC-ACMA) if no polynomially
bounded adversary has a non-negligible advantage in the following game.

Then, we consider that the threshold signcryption should satisfied the fol-
lowing properties [9] [4] [6] [8]:
Simulatablity. As described in Section 2.2, if the threshold signcryption is sim-
ulatable, the threshold signcryption is secure as the original signcryption.
Robustness.The robustness of (¢,n) threshold signature scheme means that an
static adversary who corrupts less than ¢ —1 players should not be able to prevent
uncorrupted players from generating valid signatures.

4 The Proposed Original Signcryption

Based on LQ scheme [15], we present an identity based signcryption with public
verifiability. Our scheme is more efficient than LQ scheme. We show the sign-
cryption and unsigncryption as follows.

Signcryption of m by Alice the sends (C, R, S) to Bob

Sender: Unsignceryption of (C, R, S) by Bob
chooses z €g [1,...,q — 1] the Recipient:

v =e(QrDpg, Ppub)® v=1e(8,Qrpy) X e(Qrp4,d1Ds)"
w = v? mod N t = Hy(v)

t = Ha(v) decrypts m = D;(C)

C = Ey(m) w = v* mod N

R = H3(C,w) Accepts m only if R = H3(C,w)

S = .’Eppub - Rd[DA

If Alice denies her signcryption, Bob computes K1 = e(Qrpg , Ppus)?® mod N,
then forwards (C, R, K ) to a TTP. TTP computes w = K? mod N, then verifies
R = H3(C,w). If the equation holds, TTP says that Alice tells a lie.

5 The Proposed Threshold Signcryption

We have a set of n senders { Py, ..., P, }, t — 1 is the number of corrupted players,
suchasn > 2t + 1.
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Distributed Key Generation and Joint Pedersen Verifiable Secret Sharing
in [5] are easily extended to that in the identity based setting. We make use of
Distributed Key Generation to generate key pairs d;p,,Qrp, and drp,,Qrp,
in the identity based setting. Joint Pedersen Verifiable Secret Sharing in the
Identity Based setting is used to distribute the randomness z. Finally, each
sender P; obtains the information (d;p,,,Q@rp,;,%:). Let Interpolate denote
the standard polynomial interpolation. Then it is possible to compute v =
Interpolate(vy, ...,v:) = e(Qrpg, Ppus)® where v; = e(Q1pyg, Ppub)™.

We show the threshold signeryption and unsigneryption in the following.

Signceryption of m by P, the
Sender:

v; = e(QrDg, Ppub)™

w; = v} mod N

ti = Ha(v;)

C,' = Eti (m)

R,’ = Hs(Ci,w,‘)

Si = z;Ppuy — RidiD,,
Unsigneryption of (C;, R:,S;) by
Bob the Recipient:

v; = e(Si,Qrpy) X e(QrD,4, d1py) ™
t; = Hz(’ui)

decrypts m = Dy, (C;)

Accepts m only if R; = H3(C;, w;)
After collects the t signcryp-
tions (C;,R;,S;), Bob does as
Jollows:

computes t valid v; respectively.

v = Interpolate(vy, ..., v¢).
w=v*mod N

C = Eq,(w)(m)

r = Hy(C, w)
S = Interpolate(S,, ..., St) mod N
R=r-Qip,

Then he gets the original signcryp-
tion (C, R, S).

w; = v} mod N

6 Efficiency Analysis

We consider that the most expensive operations are paring in G, exponentiation
in G, (short for Exp.), and multiplication in G;(short for Mul.) (the square
evaluation modulo N, multiplications in G are omitted). |z]| denotes the number
of bits in . We may seen the computation cost Exp. ~ Mul..

Table 1 tells us that our scheme is more efficient than LQ’s scheme, although
with small information expansion. Then, without loss of generality, comparing
with a threshold scheme based on traditional Schnorr signature and ElGamal
encryption [12], our threshold scheme is more efficient than traditional sign-and-
encryption threshold schemes.

7 Security Proofs

We should consider the security of the original signcryption and the threshold
signcryption as described in Section 3, respectively.



38

Table 1. Comparison with previous solutions

[ | Communication Costs I Computational costJ
LQ scheme m|+ |H| + |g 5parings,2Ezp., 4Mul.
Our original scheme m|+ |N| + |gq 2parings, 1 Exp., 4Mul.
A traditional threshold scheme |H| + 2n|p| + 2nlq TnEzp.
Our threshold scheme nlm| + n|N| + nlq nEzp.anddnMul.

7.1 The Security of the Original Signcryption

Confidentiality: The Theorem 1 proves that our scheme provides confiden-

tiality in the random oracle model, which performs analogously to the proof
of [15].

Theorem 1 In the random oracle model, if an adversary A has a non-negligible
advantage € against the IND-IDSC-CCA security of the proposed scheme TSC
when running in a time t and performing qsc Signcrypt queries, qu Unsigncrypt
queries and qg, queries to oracles H; (for i = 1,2,3), then there ezists an
algorithm B that can solve the DBDH problem in the group Gy with a probability
€ >e—qu/2* in a timet' < t+ (8¢scqu, + 4qu)te, where te denotes the time
required for one pairing evaluation.

proof. Given in appendix A.

Unforgeability: The Unforgeability against an existential forgery for adaptive
chosem messages attacks (EF-IDSC-ACMA ) derives from Hess’s identity sig-
nature scheme [13]. It is obviously that the adversary doesn’t know more infor-
mation about signature than that in LQ scheme. Under the BDH assumption,
the unforgeability of our scheme is as secure as that of LQ scheme.

Public Verifiability: Once Bob computes K; = e(Qrp,, P,,ub)h mod N,
everyone can verify the signature (R, S) of the message m. Without factorization
of N, TTP also can’t extract e(Qrpy, Ppub)® in K1 = e(QIDB,P,mb)2z mod N.
So given (C, R, K;), TTP cannot compute v so that the plaintext message m
can’t be computed by TTP. Thereforeit is computationally feasible for any TTP
to settle a dispute between Alice and Bob without divulging Bob’s private key
and the message.

7.2 The Security of the Threshold Signcryption

The Simulation. We assume that the original signcryption scheme is secure.
The successful secure simulation gives us a proof which outputs a probability
distribution that is identical to the distribution that the real adversary sees in an

real execution of our threshold signcryption. We construct a successful simulator
SIMSIGENC as follows.
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We have a set of n senders {P;,...,P,}, t — 1 is the number of corrupted
players, such as n > 2t + 1. SIMSIGENC doesn’t know the real d;p,,z,v.
We make use of SIMDKG to generate key pairs djp, ,Qrp, and djp ,Qip,
in the Identity Based setting, where SIMDKG is a perfect simulator in [5].
Joint Pedersen Verifiable Secret Sharing in the Identity Based setting is used to
distribute the randomness z’. Each simulated sender P/ obtains the information

(dIIDAi ’ QIDAi ’ :D;)

w) = v'{modN
R = Hy(Clyu)

Signcryption of m by P the sim-
ulated Sender:

v} = e(QrDg, Ppub)™

w) = v'imodN

C} = En,(u;)(m)

R: = H3(Cva§)

S; = xjPpup — rid;p , modN
Unsigncryption of (C.,R.,S]) by
Bob the Recipient:

vi = (S}, Qrps) X e(Qipy, dip,)™

Accept m only if R, = H(C},w})
After collects the t signecryptions
(C!,R;,S}), Bob computes

v' = Interpolate(v}).

w' = v"*modN

C' = EHz(U')(m)

R = Hg(C, ’LU)

S' = Interpolate(Sy, ..., Si)modN

decrypts m = Dp(y1)(C)

Clearly, we show that the simulator above outputs the simulated
(dp,.1QIp,,»Tirvi,z', v, Cf, Ry, S) which is identical to the real information
(drpAi» QIDAs» iy iy T, v, Cy, R;, S;) of our threshold signeryption. We conclude
that the security of our threshold signcrypotion is secure as the original sign-
cryption. We refer readers to (4,6, 8] for details about the simulation.

Robustness. In this paper, Bob receives the (C;, R;, S;) only when the veri-
fication holds: Accept m only if R; = H3(C;,w;). The verification detects the
corrupted party easily, so that the threshold scheme provides the robustness.

8 Conclusion

Identity based threshold cryptosystem is a useful practical tool to protect system
security in the open network, and signcryption is a new primitive to achieve the
efficient communication and computation. In this paper, we present a new iden-
tity based signcryption scheme with public verifiability using quadratic residue
and pairings over elliptic curves. Based on this work, we propose a multi-sender
(t,n) identity based threshold signcryption. Both the two schemes are secure
and efficient.
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Appendix A: Proof of theorem 1

DBDH distinguisher B receives a random instance (P, aP,bP,cP,h) of DBDH
problem. B will run A as a subroutine and act as A’s challenger in IND-IDSC-
CCA game. B should maintain lists L1, L; and L3, which are initially empty
and are used to keep track of answers to queries asked by A to random oracles
Hy,Hy and Hj3. Any Signcrypt and Unsignerypt query on a pair of identities
happens after A queried the hashing H; of these identities. A never makes an
Unsignerypt query on a ciphertext obtained from the Signcrypt Oracle.
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H, queries: At the beginning of the game, B gives A the system parameters
with Ppup = c¢P. B doesn’t known the PKG’s master key c. Then, after A asks a
polynomially bounded number of H; queries on identities of his choice, B chooses
random numbers 4,5 € {1,...,qm,} . Let the i*" and j** H; query’s answer are
Hy(ID;) = aP, H,(ID;) = bP, respectively (Note:aP, bP are random instance
of DBDH problem, and B doesn’t know the values of a,b.). For queries Hy(ID,)
with e # i,j, B chooses b «—p F;, puts the pair (ID,b.) into list L, and
answers Hy(ID,) = b.P.

H, queries: On a Ha(g.) query where g, € G2, B firstly searches a pair (g, R.)
in the list Ly. If the pair is found, B answers R., otherwise B answers A by a
random number R «px {0,1}" such that no entry (*, R) exists in Lo.

Hj3 queries: On a H3(c., ke) query where c. € {0,1}*, k. € Gy, B firstly searches
a tuple (ce, ke, 7e) in the list Lz. If the tuple is found, B answers R., otherwise
B chooses a random number r «—pg F, such that no entry (*,*,7) exists in Ls.
Then B answers (ce, ke,7) to A and puts the tuple (ce, ke, ) into L3

Key extraction queries: When A asks Keygen(ID,), if ID4 = ID; or
ID4 = IDj, then B fails and stops. Otherwise then the list L3 must contain
a pair (IDa,d), this means B previously answered Hi(ID4) = dP on a H;
query with ID 4. The ID4’s private key is then djp, = dcP = dPpyu. Then B
answers dyp, to A.

Signcrypt queries: A can perform a Signcrypt query for a plaintext M and
identities /D4 and IDp.

— IfID4 # ID;,ID;, B computes d;p, according to above Key extraction
queries:, and then run the algorithm Signcrypt(M,drp,,QIpy)-

— IfID4s = ID; or ID4 = ID; and IDp # ID;,1D;, B simulates the algo-
rithm Signerypt(M,drp,,Q1p,) as follows (B has to simulate
Signerypt(M,drp,,Q1p,) since he doesn’t know the secret key drp,):

1. B chooses R «—pg F, and S «pg G7, then computes v = e(S,Qp;) X
e(RQip,,drp,) where drp, is the private key of IDp (B obtains it from
the key extraction algorithm because IDg # ID;, 1D;).

2. B runs H, simulation to find ¢t and computes C = E;(m), w = v* mod N.
If B finds a tuple (C,w, R’} in L3 where R # R', he has to repeat the
process with another random pair (R, S) until finding a tuple (C,w,r)
whose (C, w) do not figure in a tuple of L3. This process can be repeated
at most 2gy, times. Each attempt must contain four pairing computa-
tion. Once an admissible tuple (C, w, R) is found , B puts (C, w, R) into
L3, and then answers the ciphertext (C, R, S) to A.

— IfID4,1Dp = ID;,1Dj, B simulates the algorithm Signcrypt(M,dp,,Q1ps)
as follows: B chooses v* —g G2 and S* «—pg G7, then runs Hj simulation
to find t* = H,(v*) and computes C* = Ej-(m), w* = v**modN. B has to
check the tuple collision and repeat finding process as above second step.
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Once an admissible tuple (C*,w*, R*) is found , B puts (C*,w*, R*) into
L3, and then answers the ciphertext (C*, R*, S*) to A.

Unsigncrypt queries: A can perform a Unsignerypt query for a ciphertext
(C',R',S") with ID4,IDg.

— W IDu,IDg = 1D;,ID;, B always notifies A that the cipertext is invalid. In
fact, B cannot decrypt the ciphertext about ID;, ID; since he doesn’t know
the private keys d;p,,drp,.

~ IfID4,IDg # ID;, ID;, B first computes v’ = e(S’,Q1p, ) xe(R'Qrp,,drpg ),
w’ = v*modN, ,R' = H3(C',w') and checks if the list L3 contains the tuple
(C’,w', R"). If no such tuple is found, B rejects the ciphertext. Otherwise,
he searches for a query Hy(v') in the list L. If no such query is found , B
takes a random pair (v',t' = H(v')) € G3 x {0,1}" such that (x,t') already
exists in Ly and inserts (v/, ') into Ly. Lastly, B computes m’ = Dy (C’) and
answers m’ to A. If A previously asked the has value H3(C’,w'), B answered
R’ with a probability of at most 1/2*. So for all queries, the probability to
reject a valid ciphertext does not exceed gy /2*.

A chooses a pair of identities on which he wishes to be challenged after he
perform a polynomially bounded number of queries. With a probability at least
1/(%), the pair of target identities will be (ID;, I1D;). We see that if A asks the
private key of ID; or I1D; before he choosing the target identities, B fails and
stops. Further more, if the target pair isn’t (I.D;,1D;), B fails and stops.

When A sends two plaintexts mg and m; to B, B chooses a random bit
ber {0,1} and signcrypts m; as follows:

B chooses R* «—g F,;,S* «—gr G}

v* = e(S*,Qrp,) x hE", where h is a candidate for the DBDH problem
obtains t* = Ha(v*) from Hj simulation.

Cy = E}(my)

Now we assess the probability of B’s success. let DBDHBrk be the event
that A chooses the target pair of identities (ID;,ID;) on which he wishes to
be challenged after he perform a polynomially bounded number of queries. As
long as the simulation of the attack’s environment is perfect, the probability for
DBDHBrk to happen is the same as in a real attack. In real attack, when the
simulation is perfect we have
Pr|A success] = Pr[A success N “-DBDHBrk]| + Pr|A success " DBDHBrk|
< i(1 - Pr|DBDHBrk}) + Pr[DBDHBrk|
= -g— + %Pr[DBDHBrk]
and then we have ¢ = 2Pr[A success] — 1 < PrfDBDHBrk]. Next, the prob-
ability that the simulation is not perfect remains to be assessed. The only case
where it can happen is that a valid signcryptext is rejected in a Unsigncrypt
query. The probability to reject a valid signcryptext is thus not greater than
qu/2*. Hence ¢ > € — q,/2*. The bound on B’s computation time is derived
from the fact that that every Signcrypt query requires at most 8gg, pairing, and
evaluations every Unsignerypt query requires at most 4 pairing evaluations . B
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Abstract. Deception has been widely deployed in human conflicts, but its application
to information security could only be witnessed since the early 1990s. Different
deception techniques have been proposed as part of computer-based information
operations (10), in order to facilitate specific warfare campaigns. In the recent years, a
number of researchers have investigated different deception techniques used in
computer-based networks, such as honeypots and honeynets, but in the light of
several emerging issues more consideration is required in exploring deception as a
strategic capability for Computer Network Defence (CND). In this discussion paper
we address the potentially important role that deception can play for CND, similarly
to its important role within conventional warfare and I0. We also highlight issues of
further research towards the integration of deception in information security practices.

Keywords: Deception, information operations, information system

1. Introduction

Over the past twenty years, the increased use of computer systems and the swift boost
of the Internet were accompanied by the equal growth of computer security incidents.
The numerous reports on incidents highlight this assertion in a global context (e.g.
CSI/FBI, 2005; E&Y, 2005 etc.). Technologies and the threats related to these are
both becoming more and more complex; information and computer systems face a
wide variety of threats which can result in significant damage to an organisation’s
vital infrastructure. In this context, it is the awareness of the threats and vulnerabilities
of a particular system that allows for the selection of the most effective security
measures.

The latter includes building a strong network defence by employing physical,
procedural and personnel security measures as well as deploying digital security
measures such as Firewalls, Anti-Viruses and Intrusion Detection Systems (IDSs).
More recently this includes the deployment of deceptive techniques (Spitzner, 2003).

a

An earlier draft of this paper was discussed in the 2005 Workshop on
Safeguarding National Infrastructures (SNI 2005), Glasgow.
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As opposed to the conventional mentioned controls that are meant to confront (e.g. by
dropping data packets - firewall) or at least alert on (e.g. by intercepting suspicious
communications — IDS) an intrusion, the latter depends on providing to the attacker a
false sense of the target ('honeypots'). Via means of those configurations the actions
of an attacker can be observed and their capabilities can be better understood.

Network defence based on those building blocks, is put in place to deal with types of
attacks, such as service interruption, interception of sensitive email or transmitted data
and remote (mis)use of computer resources. The design of protective measures for
computational infrastructures follows usually a conventional rational, translated
through a metaphorical understanding of a physical attack and defence (Tryfonas &
Kiountouzis, 2003); it is like preparing for a material conflict in a digital arena.

The concept of the honeypot as mentioned above is not new in the field of study of
human conflict. Indeed, other means than that of direct confrontation have been
employed throughout human history, one of those concepts being deception
(Armistead, 2004). The concise Oxford dictionary defines deception as the
misrepresentation, persuasion for what is false; mislead purposely (Sykes, 1981).
Deception has been well studied in the context of conventional warfare (e.g. Seymour,
1996), but as information technology becomes more and more an essential
commodity in and off the terrain, there is a need to rediscover, revisit this concept and
explore its implications for modern, IT-driven operations.

In this paper we investigate the role of deception for computer network defence and
the opportunities for deploying it as a countermeasure for information security. The
paper is structured as follows; in the following section two, we present elements of
deception within information operations as we know them to today. In section three
we discuss the need to revisit the concept in order to deploy deception within
computing-based operations. We finally conclude with a reference to potential further
research work in the area.

2. Elements of Deception in Conventional Warfare and Information
Operations

There are over seventeen different definitions of Information Operations (I0). In this
context, we adopt a state-of-art definition that defines IO as the strategic planning and
coordination of activities necessary to protect an organisation’s information (QinetiQ,
2003). Defensive 10, unlike offensive 10, are carried out in order to protect and
defend information systems by introducing, integrating and co-ordinating policies,
procedures, personnel and technology (Ashenden & Jones, 2003). Figure 1 outlines
the different IO categories.

Documented use of 10 techniques as part of warfare goes back to the 10™ century BC
when King Solomon said: “A wise man has great power, and a man of knowledge
increases strength; for waging war you need guidance, and for victory many
advisers.” The more information one has the better he will be able to assess a
situation in taking advantage of certain variables for achieving information
superiority.



45

Deception is an act of deceiving or misleading and can also be defined as the
problematic distinction between appearance and reality (Rue, 1994). It can be
considered as the creation and invocation of both offensive and defensive
environments and can be employed for attacking an adversary’s perception of what is
actually happening. Furthermore, deception can be applied to enhance an operation,
exaggerate, minimise, or distort the enemy/opponent’s perception of capabilities and
intentions, to mask deficiencies, and to otherwise cause a desired outcome where
conventional military activities and security measures were unable to achieve the
desired result (Cohen & Lambert, 2001).

Information Operations (I10)

|
l I

Offensive TO DNefensive 10

Civil Affairs Pubhlic Affairs

Figure 1: Information Operations Categories (JCS, 2003)

The concept of deception as a technique in conflict is ancient (Campen & Dearth,
1998). As long ago as 1469 BC, during the reign of Thutmose III, the Egyptians used
different deception techniques to fool their enemies, and pass into Syria through an
unsecured route (Sun, 2002). Plenty of other examples of the use of deception
techniques in warfare campaigns, such as Homer's Trojan-Horse or World War II
stories (e.g. misleading the German intelligence for their targeting of V-1 and V-2
missile attacks; Sun, 2002), demonstrate the important role that deception played in
warfare throughout military history.

The deception used in military operations is defined in the United States Joint
Doctrine for Military Deception (JCS, 1996) as:
“Actions executed to deliberately mislead adversary military decision
makers as to friendly military capabilities, intentions, and operations,
thereby causing the adversary to take specific actions that will contribute to
the accomplishment of the friendly mission”

Through deception one can manage an adversary’s perception and disrupt their
decision-making processes. These processes feed into the adversary’s defensive
INFOSEC processes which when disrupted will allow the success of offensive
‘NETOPS’ (Waltz, 1998). Use of deception can lead to information superiority, being
the capability to collect, process, and disseminate an uninterrupted flow of
information while exploiting or denying an adversary’s ability to do the same (Waltz,
1998). NETWAR is the information-related conflict waged against nation states or
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societies at the highest level, with the objective of disrupting, damaging, or
modifying what the target population knows about itself or the world around it
(Waltz, 1998).

Deployment of Psychological Operations (PSYOPS) could make 10 more efficient
and may also help in achieving the desired goal more rapidly. In specific, PSYOPS
are planned operations to convey selected information and indicators to foreign
audiences to influence their emotions, motives, objective reasoning, and ultimately
the behaviour of foreign governments, organizations, groups, and individuals. The
purpose of psychological operations is to induce or reinforce foreign attitudes and
behaviour favourable to the originator's objectives (ibid, IWS, 2004).

Misleading information and deceptive tactics may play an important role in a
successful campaign, enabling the monitoring of an opponent’s moves and ensuring a
desired completion of a specific military operation. The United States DoD’s
statement about the importance of PSYOPS in a military operation manifests that
PSYOPS are a vital part of the broad range of United States diplomatic,
informational, military, and economic activities (JCS, 2003).

IW Model Layer Function NETWAR

Offence | Perceptual Manage perception, Disrupt decision processes | PSYOPS, Deception
Information | Dominate information infrastructure NETOPS ’
Physical Break things..., Incapacitate/kill people Physical destruction

Defence | Perceptual Protect perceptions and decision-making Intelligence,

processes Counterintelligence

Information | Protect information infrastructure INFOSEC
Physical Protect operations, protect people ] OPSEC

Table 1 - T:ixonomy of information operations (Waltz, 1998, p.208)

In the taxonomy of table 1, deception is an element that may have a vital role for the
success of several operations, both for offensive and defensive 10. To support the
observation, the United States Joint Chiefs of Staff (JCS) Memorandum of Policy
(MOP) 116 Military refers to deception as a technique that has proven to be of
considerable value in the attainment of national security objectives, and a
fundamental consideration in the development and implementation of military
strategy and tactics.

Deception allows for subduing the enemy having potentially avoided a physical
conflict, thus reducing logistic costs and related resources. Furthermore, engagement
in a conflict is usually a reactive action. However, in the area of computer security
reacting is expensive; being proactive and preventing attacks or minimising threats is
thought to be more cost-effective (Vidalis, 2004). The contemporary 10 battle space
may include the following elements of deception, all directed towards exploitation of
high-tech means
1. National antagonism ~ e.g. email PSYOPS campaigns, ‘netspionage’
(espionage through the Internet) and Internet based open source intelligence,
defence systems cracking, massive denial of service attacks etc.
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2. Industrial espionage — e.g. netspionage, destruction of magnetic media,
computer theft, competitor trash capture & analysis, social engineering etc.

3. Individual targeting and ID theft — e.g. social engineering, phishing, spoofing
etc.

To tackle the complexity of this ‘digitised’ landscape, some deception techniques in
computer network security emerged since the early *90s. As the purpose of deception
is to surprise the adversary, in a computing environment the outcome of such an
element of surprise can be twofold. Either the defenders have time to react and deploy
necessary countermeasures (or activate existing ones), or the threat agent will call the
attack off and return to the information gathering process in order to re-examine their
plan of action. Deception can be a common operation to achieve the disruption of
intelligence and counterintelligence operations of adversaries (Cohen, 1998) and thus
it is believed to be the future of 10 and Information Security.

An example of application of deception techniques in an IO campaign within a
contemporary technology context is a United States military email campaign of
urging Iraqi leaders to take over Saddam Hussein’s regime (Friedman, 2003). One of
the several emails stated that “Iraqi chemical, biological and nuclear weapons violate
Iraq's commitment to agreements and United Nations resolutions. Iraq has been
isolated because of this behaviour” (Friedman, 2003). The intentions of the United
States and its allies were clearly for the Iraqi people to realise the injustice Saddam
Hussein, the Iraqi president of that time (Friedman, 2003).

The Iraqi authorities responded to that threat by blocking the emails in order to ensure
that the messages do not spread throughout the country (Friedman, 2003). As one
could argue that there was no strong evidence of Iraq having chemical, biological and
nuclear weapons and was perhaps based on intelligence assumptions, this example
shows deployment of deceptive techniques by the US military in an attempt to win the
hearts and minds of Iraqi military and civilian leaders. Hence, using this
communication in order to gain advantage could be considered as misleading and
therefore justifies it with the definition of deception.

3. Towards the Integration of Deception in Computer Networks

Conventional deception techniques have been studied over the years and appear in
military textbooks and sources for long now. However in regard to information
warfare, despite the fact that a number of different deceptive techniques have
appeared as part of IO, there are not a lot of resources studying the issue in its
contemporary, hi-tech context. A threat assessment carried out by the US Navy
(Hildreth, 2001), indicated that nation states such as China, Russia and India are
reported to have developed different policies of preparing for a cyber-warfare and are
engaged in rapidly developing their 10 capabilities. The report further indicates that
countries such as Iran, Syria, Libya and North Korea have some 10 capabilities
whereas other countries such as France, Japan and Germany have comparatively
advanced capabilities (Hildreth, 2001). These nation states may also be investigating
defensive 10 capabilities and not only exploring offensive 1O capabilities.
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Existing frameworks, such as Cohen & Lambert's Framework for Deception (2001),
address the matter in principle, however it does not offer deployment of different
deceptive techniques for a specified CNO operation. Other models, such as the
cognitive model for exposition of human deception and counter-deception (Lambert,
1987), is quite generic and does not allow targeted deception in a CNO environment.
This model is based on developing a basic understanding of human deception which
would then lead to a comprehensive development of a framework for organising
deception principles and examples. Hence a methodological construct to assist in the
planning and deployment of deception as part of IO could add value to the defensive
organisation of computer networks. In the following paragraphs we outline concepts
that could later serve as components of a methodological construct for deploying
deception with a computer network environment.

Deception can be considered as a vital element of information security and therefore
can play an increasingly important role to achieve desired objectives when deployed
as part of network defence. Targeted deception should:

be coordinated with concealment of true intentions

reinforce enemy expectations

be integrated with operations

have realistic timing and duration

be imaginative and creative

The deployment of effective deception can be an important element of information
and computer based system’s security. More specific deception techniques have been
introduced in the field of information security, to play their role in computer network
defence. The deployment of Honeypots and Honeynets in a computer network can
lead to the discovery of an attacker’s movements and allow the network to be secured
against the attacker’s next offensive move and strategies. Honeypots are systems
designed to be appeared as fully functioning elements of the infrastructure, placed at
an appropriate location on the network where all inbound and outbound traffic is
captured and monitored, providing a secure and controlled environment to allow
attackers to access them (Gupta, 2003; Spitzner, 2003).

It is also possible to deploy deceptive mechanisms as a precaution and protective
measure. Indeed, with the progression and maturity of computer virtualisation, virtual
machines can now be used when performing operations as simple as web browsing
(e.g. VMware, 2006), or as complex as the provision of a web service. With this
technique, a virtual machine is used to perform the required operation, concealing all
details of the actual computer. This is consequence protects the original system from
threats such as exposure to malicious software, hacking etc.

Technology has allowed for an increased capability for information gathering, but
perceptions and the nature of decision-making have a common vulnerability — the
human factor (Mitnick & Simon, 2002). System users are probably the biggest
vulnerability, as they are susceptible even to low-tech attacks, such as social
engineering (Mitnick & Simon, 2002). It is people who sit behind monitors, typing
and/or communicating commands; people are in charge of automated procedures and
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can shut them down if they perceive that something is wrong and that the computer
reactions do not make sense; and in the context of a computer network, humans are
tasked with administering the systems and networks.

In respect to the latter, an indicative list of the responsibilities of network
administrators may include:

e Design a network which is efficient in terms of resources

Deploy large numbers of machines which can be easily upgraded

Decide what services are needed

Plan and implement adequate security

Provide a comfortable environment for users and keep them satisfied
Develop ways of fixing errors and problems when occur

Keep track of, and understand how to use, new and emerging technology

Some of these tasks, by being straightforward, are vulnerable per se. For example,
merely by designing a logical network and storing plans and other information about
it, an administrator exposes vital information about the computing infrastructure, and
an adversary can follow the same logic and enumerate it. However, an attacker suffer
from the same weakness as much as the defender does; attacking operations are
meaningful to people and hence deception may have a role here, as much as it has a
role in practices such as social engineering. In this example, deception can be used to
hide the real computers amongst false ‘dummies’.

Figure 2 outlines a possible planning process for preparing and deploying deception.

Means of Deception:

Camouflage/Concealment/Cover
Demonstration/Feint/Diversion
Display/Decoy/Dummy
Mimicry/Spoofing
Dazzling/Sensory Saturation
Disinformation/Ruse
Conditioning

Intelligence on an Adversary

Objective | Target | Story

Figure 2: Deception Planning Process (Gerwehr and Glenn, 2003, p.26)

The starting point for implementing such an approach with a networked computing
infrastructure would be to outline the targets that an organisation may aim to achieve.
There are a number of different targets that an organisation may intend to achieve
including the defence of its infrastructure against intruders etc. Intelligence and



50

information gathering about current attacks and adversaries would also play an
important role in informing the actions against further potential attackers.

The following deception techniques could be considered deployed in order to tackle
an attacker with intentions of penetrating an organisation’s infrastructure by defeating
its network defence:

¢ Concealment or hiding
Camouflage (hiding movements from the intruder by artificial means)
False and planted information (misinforming)
Displays (“techniques to make the enemy see what is not actually there”)
Ruses (“tricks, such as displays that use enemy equipment and procedures™)
Insight (“deceiving the attacker by out thinking him”)

It is likely that in the near future, deception implemented through hi-tech means will
play an increasing role in both IO and computer network operations. It may be
possible to deploy a combination of these techniques in a systematic manner, so that
an attacker may be directed through a series of deceptions into deceived states. We
intend to study further on how such techniques can be a part of a standard
administration task-list, as discussed above and provide more means for information
assurance, on top of the traditional, existing information security armoury.

4. Conclusions

Deception is an essential component of military tactics and is becoming an integral
part of any successful 10 campaign. The significance of PYSOPS in 10, as witnessed
in the first Iraq war, reflects the importance of deploying the appropriate deceptive
techniques in order to enhance the operation. As the contemporary battlefield, be it
conventional warfare or industrial espionage, becomes more and more digitised and
interconnected, there is the need to consider effective deceptive techniques as part of
network defences and an information security countermeasure.

Although, a number of information and computer systems security related
frameworks are available, organisations do not have enough guidance in the field of
CND and their infrastructure protection with respect to the deployment of deception.
There are no methodologies available that would enable an organisation to employ
strategic deception in order to increase the security of its networks. Deployment of
deception as CND is still in its infancy. Further research could be directed as to
improve defences through the use of deception proactively against a target such as an
intruder aiming to penetrate the network of an organisation, by compromising its
defences.
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Abstract: The growth of technologies such as ubiquitous and the mobile
computing has resulted in the need for a rethinking of the security paradigm.
Over the past forty years technology has made fast steps forward, yet most
organisations still view security in terms of Confidentiality, Integrity and
Availability (CIA). This model of security has expanded to include Non-
Repudiation and Authentication. However this thinking fails to address the
social, ethical and business requirements that the modern use of computing has
generated. Today computing devices are integrated into every facet of business
with the result that security technologies have struggled to keep pace with the
rate of change. In this paper we will argue that the currently view that most
organisations/stakeholders have of security is out-of-date, or in some cases
wrong, and that the new view of security needs to be rooted in business impact
and business function.

1 Introduction

The growth of technologies related to remote/distance working has lead to the
creation of ubiquitous computing and the GRID. GRID and ubiquitous computing
function by distributing the processes and storage capacity across a network. This
move towards distributed computing has pushed organisations towards the use of
shared resources and shared infrastructure. This drive towards co-operative
working and resource/infrastructure sharing has resulted in the need to re-think
and re-assess the meaning of terms like information assurance, threat and risk
management.

2 The Meaning of Security

Before the advent of the personal computer if you wanted to use a computer then
you had to make use of a main-frame. These were large computers that where
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housed in large computer rooms, and costs millions of dollars. The rainbow book
series was a series of books that came out of the US Department of Defense. The
Orange book attempted to provide a semantic interpretation of security. It
achieved this through the imposition of an ontological framework that allows us
to structure and formally represented our understanding of security. This
ontological framework views security from a technical/mathematical perspective
and lead to the creation of the Bell-LaPadula module of security [5]. Later
standards such as ITSEC and Common-Criteria have moved towards a more
function descriptive view of security that is cognizant of growth of personal
computing devices. While other standards such as BS7799 and 1SO-27001 [2]
have attempted to approach security from a business perspective. However all of
these standards start from an assumption that the stakeholder who owns the
security problem is fully aware of what their security requirements are, and thus is
full able to articulate them. In this paper we will present a new meaning of
security based upon the concept of business impact upon a set of seven assurance
requirements. The term business impact is defined as follows:

“The result of an information security incident on business functions and the
effect that a business interruption might have upon them.”

3 Understanding Security Requirements

The UK Government Strategy for Information Assurance has a goal of producing
a “risk assessment/management approach to define security processes and
requirements which, in turn would lead to requirements for Products and
Services”. The GIPSI (General Information Assurance Products and Services
Initiative) is a working group which is responsible for overseeing a number of
initiatives to achieve this goal.

Within GIPSI a programme of work was created to investigate ways to
standardise the expression of business requirements for both functionality and
assurance in a clear, concise and meaningful way. The first stage of this work was
a survey to elicit the understanding of the scale to which people operating in 1A in
organisations understood what IA means and what an 1A requirement is.

Between February 2006 and March 2006 9,252 questionnaires were dispatched to
a broad range of public sector contacts. The majority of these questionnaires were
sent via e-mail. Approximately 1,000 follow up telephone calls were made in an
attempt to facilitate responses. Of the 9,252 questionnaires sent; 77, or less than
one per cent, were returned.

The extremely low rate of return for the questionnaire is highly instructive, as are
the reasons given for non return which were obtained during the telephone
activity. Some respondents were uncomfortable about providing information of
this nature to a commercial third party; however a significant number were
uncomfortable about providing information of this nature at all.
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It is not possible to publish the returns themselves in this paper. Nonetheless, the
returns provide some empirical validation of the following observations:

1.

IA professionals lack understanding of the businesses they practice
within.

Business managers lack an understanding of 1A.

IA professionals, IT professionals and business managers each talk a
different language to the other. Moreover, within each of these
stakeholder communities there are multiple means of expression which
tend to impede rather than enable common understanding.

That there is a difference between 1A requirements, an IT/IS requirement
and a business requirement is not commonly understood.

There is an immature understanding of IA as distinct from more
traditional notions of security.

Risk management remains an ambition, even a distant aspiration, for
some.

Some areas of the public sector have yet to match pace with the
requirements of the Information Age. ‘

There is a pervasive inability to specify a requirement (of any kind) in
functional terms. Rather, there is a deep rooted predisposition to
articulate in terms of specific product or, at best, technology types. This,
or rather the causes of this, may bear further analysis as an a priori root
cause explanation for the failure of some public sector IT projects.

All of the above illustrates that as IT has changed, so people’s perception of
security and what it means has failed to evolve. Consequently what is required is
a new definition of security. This definition must focus upon the fact that IT has
become and integral part of doing business and that information assurance has
become a key driver to commercial success. Thus what is now required is a
model that links business impact with security.

4 Business Impact versus Security

We define six levels of business impact numbered 0-5. Each level has a precise

meaning.
Level Business Impact Level (BIL)
0 Negligible
1 Very Low
2 Low
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3 Medium
4 Medium-High
5 High/Very High

For each level we define seven assurance requirements, and these are:

Requirements Assurance Requirements

0 Product Assurance

1 Service Assurance

2 Systems Assurance

3 System Configuration Test
4 Compliance Process

5 Crypto Assurance

6 Protective Making

The combination of these two dimensions can then be combined to produce a
simple but elegant two dimensional matrix. The role of this matrix is to allow us
to cross reference business impact against assurance requirements. So for a given
information assurance requirement, there are seven levels of business impact. At
each level of business impact we can define the best practice to mitigate that
impact level.

4.1 Product Assurance

Product assurance is concerned with the level of functionality that a given product
may contain. Thus product assurance can be seen as the ability of product to
function within given performance limits under specified operational conditions
over its intended operating life and can include concepts such as usability,
reliability and maintainability. Typical ways for measuring product assurance
include a functional test against the function requirements specification (FRS).

Business Product Assurance

Impact level

0 Common Best Practice (CBP)

1 CSIA Claims Test (CCT) Mark

2 CSIA Claims Test (CCT) Mark
(EAL 1/2)

3 Common Criteria 2-3

4 Common Criteria 2-4

5/6 Common Criteria > EAL 4

4.2 Service Assurance

Service assurance is concerned with the level of functionality that a given service
may contain. In particular the level of confidence that the service is free from
vulnerabilities, either intentionally designed into the service or accidentally
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inserted at anytime during its life cycle and that the service functions in the
intended manner

Business Service Assurance

Impact level

0 Common Best Practice (CBP)

1 CSIA Claims Test (CCT) Mark

2 CSIA Claims Test (CCT) Mark
(EAL 1/2)

3 Future Assurance Model

4 Future Assurance Model

5/6 Future Assurance Model

4.3 System Assurance

System assurance is concerned with the level of functionality that a given system
may contain. In particular the level of confidence that the system is free from
vulnerabilities, either intentionally designed into the system or accidentally
inserted at anytime during its life cycle and that the system functions in the
intended manner.

Business System Assurance

Impact level :

0 Common Best Practice (CBP)

1 CSIA Claims Test (CCT) Mark

2 CSIA Claims Test (CCT) Mark
(EAL 1/2)

3 Low Tailored Assurance

4 High Tailored Assurance

5/6 Common Criteria (CC) > EAL 4

4.4 System Configuration Test

System Configuration test is concerned with the provenance of a level of
functionality that a given system configuration may contain. In particular, the
testing of this functionality to prove that system configuration precisely supports
it and is free from error and omissions that could be used to breach the security of
the system.

There is plenty of evidence to support the assertion that failure to correctly
configure and manage configuration can result in vulnerabilities being introduced
into the system [4].

Business System Configuration Test
Impact level

0 Common Best Practice (CBP)
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1 Common Best Practice

2 Common Best Practice

3 Professionally Certified Penetration
Test (PCPT)

4 PCPT + Vulnerability Test (VT)

5/6 PCPT + VT + Managed IDS

4.5 Compliance Process

Compliance Process is concerned with the level of functionality/assurance that a
given Compliance Process may contain. Its purpose is to measure the level to

which a process is adhered to.

Business Compliance Process
Impact level

0 Internal Audit

1 ISO 27001 Audit

2 ISO 27001 Audit

3 Accreditation + ISO 27001
4 Accreditation + ISO 27001
5/6 Accreditation + ISO 27001

4.6 Crypto Assurance

Crypto Assurance is concerned with the level of assurance that a given crypto
process/product may contain. In essence it is the level to which a measurement
can be made of confidence that we can have in the functionality of a

cryptographic process/product.

Business
Impact level

Crypto Assurance

0

Common Best Practice (CBP)

CCT Mark

FIPS 140-2 + CCT Mark

1
2
3

CESG Assisted Products Scheme
(CAPS) Baseline

4

CESG Assisted Products Scheme
(CAPS) Enhanced

5/6

CESG Assisted Products Scheme
(CAPS) High
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4.7 Protective Marking

Protective Marking is concerned with the level of sensitivity that a given asset
may contain. It is used to define the procedures that should be used to access and
handle such information.

Business Protective Marking
Impact level

0 Unclassified - Public

1 Due Care

2 Unclassified but Sensitive
3 Restricted

4 Confidential

5/6 Secret and Top Secret

5 Conclusion

In conclusion we would say that this new model of security directly address the
need for information assurance to be linked to need and expectations of a
business. Evidence has shown that information assurance can not be bolted onto a
system or service as an after thought and that it is integral to the functioning of
any business process. Loss of information assurance can in the commercial world
be disastrous. Consequently various types of information assurance requirements
to be linked to various types of business requirements
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1. Introduction

A weakness of the present-day public key cryptosystems is that these
cryptosystems do not survive private-key compromise attacks resulting
from an internal breach of trust. In a competitive business environment,
private key compromise is a common incident that voids the strength of
public key cryptosystems such as RSA and ECC. Bribing corporate
employees to disclose their secret keys and inadvertently disclosing
secret information are among a plethora of practical attacks that occur
at the implementation level. Once a breach of trust takes place and
subsequently the private key is revealed, any public key cryptosystem
fails to secure electronic data in Internet communications. The revealed
key may be used by an attacker to decipher the intercepted data at an
intermediary router. This weakness of public key cryptography calls for
an additional security measure that enables encryptions to survive
private key compromise attacks.

2. Robust Public Key Cryptography

Robust Public Key Cryptography is a new technique that overcomes the
shortcoming of public key cryptography discussed above. In this
technique, both the keys, public and private, contain two exponents.
Using the two exponents of the encrypting key, the original message is
encrypted into two different ciphertexts. The two ciphertexts are routed
to their destination through two different paths via the Internet. Upon
receiving the two ciphertexts, certain exponential and multiplication
modular operations are performed to decrypt the message. Double-path
routing of ciphertexts is achieved through source routing, an IP option
that allows the originator of a packet to specify what path it will take to
its destination. Before delivering the ciphertexts, two returnable test

1 An early draft of this paper was accepted as a poster display and presented at EC2ND 2005;
it has since then earned a U.S. Patent.
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packets may be delivered to the same destination in order to know two
different paths to the destination. Fig.1 shows typical source routing of
two ciphertexts.
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Fig. 1 Source Routing of Ciphertexts

It is practically infeasible to capture both the ciphertexts routed through
two different paths. An attacker needs to have access to the wire that
the communication is going across in order to eavesdrop. If an attacker
occasionally happens to be on such a path, he has access to one of the
ciphertexts while it is not possible for him to capture the other
following a different route. With a single ciphertext captured at a router
an eavesdropper’s decryption produces junk. Decryption will not be
complete unless both the ciphertexts of the original message are
collected and substituted in the appropriate formula.

The new cryptosystem provides two layers of security over Internet
communications. The first is the conventional RSA security layer that
comes from the computational effort involved in factorizing the key
modulus into two primes while the second one comes from double-path
routing of the ciphertexts of the original message. This additional layer
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can be broken only when the attacker captures both the ciphertexts,
which is practically infeasible in real networking conditions on the
Internet.

When the private key is kept confidential and the attacker lacks one
ciphertext, both layers together protect the confidentiality of Internet
communications. In case the private key is compromised and the
attacker lacks one ciphertext, the second layer provides security. In the
third case where the private key is kept confidential and both the
ciphertexts are captured, the conventional RSA security layer still
protects the confidentiality of communications, making the
cryptosystem at least as secured as the RSA. The private key of the
Robust Public Key Cryptosystem is called Robust Private Key as it is
invulnerable to compromise attacks.

Robust Public Key cryptography should not be confused with society
or group oriented cryptography introduced by Yvo Desmedt [1].

3. Blind Key Algorithm

This section presents an implementing algorithm called Blind Key
Algorithm that performs blind encryptions. A blinding number is
selected randomly and discarded after completing the encryption task.

The algorithm is based on the following two equations governing the
relations among the key exponents:

e;.d; +edy= k].(p +1. (D

di+dy= kz.q). (2)
p and q are two primes; n=p.q; ¢ = Euler Totient Function of n =(p-
D.(q-1);
{di, d2 } - Robust Private Key ; {ej, e, n} - Public Key ; k;, k; -
arbitrary constants ;
p, q and ¢ are discarded once keys are computed.

Once ¢ and n values are established by choosing the primes p and q,
computation of keys can be initiated by selecting an arbitrary integer k;
in eqn.2. d; and d; are selected such that eqn.2 is satisfied. By
arbitrarily selecting e, the remaining two integers, e, and k;, can be
fixed by the Euclidean algorithm.
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Before encrypting a message a blind encryption key is formed by
adding a random integer ¢ to each exponent of the key. Therefore, a
blind key (e;+t, e;+t n) is used for encryption. £ <¢ is a random
number selected on the sender’s machine before encryption and
discarded once encryption is complete with no trace for later reference.
Encryption and decryption are performed according to the following
steps:

The sender encrypts his message M € {0,...,n-1} into two ciphertexts
M, and M, by performing exponential modular operations on M as
follows:

M, =M “"'mod n. 3)

M; =M “"'mod n. )]
M, and M; are delivered to the receiver.

Similarly, the receiver computes N; and N as follows:

N;=M;% mod n. 5)
Na=M,%mod n. (6)

Next, the receiver performs multiplicative modular operations on N
and N, to compute N as follows:
N =N;.N; mod n. @)

This ends the cryptographic process on both sides. At the end of the
above process, the resulting value N is equal to M, the original
message.

4. Proving N=M

The equality N = M may be proved as follows:
From eqn.7 N =N;.N; mod n.

Substituting for N; and N in the above,
N = [M;* mod n). Mx*mod n)] modn.  (8)

According to modular arithmetic properties the above equation
simplifies to
N = [(M;*. My*)] mod n. 9)

Substituting for M;and M, in the above,
N=[M°"modn)®. M*"modn)* modn. (10)
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Again, according to modular arithmetic properties the above equation
simplifies to

N = [M @™ M &) mod n. (11)
Rearranging the exponents in the above,

N = [M e,4d1+ Cz‘dz +t(dl+d2)] mOd n. (12)
Substituting eqn.1 and eqn.2 in the above,

N= (MM®*1*th®)y mod n. (13)
Simplifying the exponent in the above,

N= M**""Ymodn. (14)

k3 in the above equation may be expressed as k3 =k;+t.k;,
According to Euler’s theorem in number theory, M ***' mod n = M for
any M, k, and n when M and n are relatively prime. Hence, N = M.

Interestingly, it can be seen from the above proof that the effect of
blinding the original public key with a random number # becomes void
when both the ciphertexts are substituted in the decryption formula.
David Chaum also employed the concept of blinding for providing
anonymity to spenders of his electronic cash [2, 3]. ‘

S. Breaking the Security

Assuming that the attacker knows only one ciphertext, say M, and the
private key as it is compromised already, the original plaintext M can
be computed if ¢ is known. Since ¢ is randomly selected and discarded
after encryption, it is not possible to recover the original plaintext.
When at least one ciphertext could not be captured, the only way to
break the security is to attempt a brute force decipher attack with all
possible ¢ values for which the attacker has to scan through the entire
key space.

A brute force attacker needs to compute the multiplicate inverse e; of
(ex+t) for every assumed ¢, which involves many iterations for each run
of Euclid’s algorithm [4]. Since the order of ¢ is same as n, the
problem of computing all the multiplicative inverses is at least \n times
harder than the RSA problem.

Further, the attacker is required to compute M,“mod n with each
multiplicative inverse corresponding to the assumed ¢. This makes the
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problem even more harder by a factor of b(b+1)/4 where b is the size of
key modulus in bits. Hence, the ultimate security factor over the RSA
problem is [b(b+1). h]/4.

Another advantage of the Robust Public Key Cryptosystem is that every
message communicated in this method is individually secured, meaning
even with a compromised private key it is necessary to make the same
computational effort to recover every message, thereby preventing
single-hour bankruptcies of e-commerce merchants.

6. Conclusion

A new public key cryptosystem called Robust Public Key
Cryptography is introduced and an implementing algorithm is
presented. An advantage over the public key cryptosystems, survival
against private key compromise, is emphasized. It is shown that the
implementing algorithm is too hard to break when only one ciphertext
could be captured, even after the private key is revealed. Private key
confidentiality maintained by the key owner additionally imparts the
conventional RSA security to communications. Hence, it is
recommended that the users of Robust Public Key Cryptography do not
to reveal the private key intentionally though double-path routing
protects confidentiality of their messages. The technique may be best
utilized by exploiting both layers of security. The second layer of
double-path routing serves as a shield against any internal trust
breaching elements.
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Abstract: The technological capability of mobile devices in particular Smartphones makes
their use of value to the criminal community as a data terminal in the facilitation of organised
crime or terrorism. The effective targeting of these devices from criminal and security
intelligence perspectives and subsequent detailed forensic examination of the targeted device
will significantly enhance the evidence available to the law enforcement community. When
phone devices are involved in crimes, forensic examiners require tools that allow the proper
retrieval and prompt examination of information present on these devices. Smartphones that are
compliant to Global System for Mobile Communication (GSM) standards, will maintains their
identity and user’s personal information on Subscriber Identity Module (SIM). Beside SIM
cards, substantial amount of information is stored on device’s internal memory and external
memory modules. The aim of this paper is to give an overview of the currently available
forensic software tools that are developed to carry out forensic investigation of mobile devices
and point to current weaknesses within this process.

Keywords: Smartphones, digital forensics tools, PDA, SIM, USIM

1. Introduction

Internet ready mobile devices are hitting the market every day, with increasing
processing power and storage media capabilities. As innovative technology and
customer demand cause the accumulation of all new device capabilities, the 3G
multimedia device or 3G personal companion will become the sought after all-in-one
mobile Internet tool for the middle of the decade. Currently there are stand-alone
single wireless gadgets that will meet all the needs of mobile user but not limited to
these as follows:

. Smart phones/WAP (Wireless Application Protocol) phones: These devices
provide web browsing and some enhance features by using WAP protocols
based new operating systems, and also synchronize with other devices (like
desktops and mobile phones).These phones evolve to a talkative PDA (smart
phones).

e  Talkative PDA (Personal Digital Assistant)/ Smart phones: Although there is
room for more enhancements and integrations, today you can purchase a PDA
that has mobile voice communications protocols. Besides their PIM applications
e.g. calendars, address books, and other organizing features, these devices are
thin and lightweight; color screens, and are quickly gaining computer strength
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due to low power chip designs, screen miniaturization, and evolving operating
systems. As they grow in computing power while maintaining their hand-held
form factor, they will continue to distinguish themselves from 3G laptops as less
expensive, less powerful solutions. Examples are numerous with Palm, Casio,
HP, and others leading the pack.

. Handheld Internet 3G laptops: Laptops today have internal WiFi, network
interface card (NIC), modems and Personal Computer Memory Card
International  Association (PCMCIA) cards that enable wireless
communications. They continue to get smaller, lighter, and with more powerful
computing combined with the bandwidth offered by 3G, these powerful,
portable computers will thrive with the custom graphics, two-way video
conferences, and large file transfers for the future.

° Handheld Internet 3G Web Tablet: These devices offer portable Internet
access by plugging into power and gaining limited mobility via a wireless
connection. As low-cost, lightweight, thin Internet appliances the size of
magazines, these devices offer e-mail, robust Internet access, and web browsing.
Eventually, they will gain both full mobile access and synchronization with
other devices via more powerful 3G spectrum.

] 3G multimedia device (personal companion): 3G will solve the issues of slow
connections based devices which cause unsteady video images because
compression techniques cannot overcome the need for speed and capacity.

Smartphone has an optimized platform for applications that allow real time or off line
access to information with minimal input from the user. An example might be a
scheduling application that allows a user to quickly look up details of their
appointments for the day and download the required background information,
(Microsoft mobile solutions, 2003).

Unlike many traditional mobile phones, smartphones allow individual users to install,
configure, and run applications of their choice. A smart phone allows the user to set
the setting to suit them i.e. download mp3 music or making it multi-purpose remote
control. Most standard software offers only limited choices for re-configuration,
forcing you to adapt to the way it is set up for example on a standard phone, whether
or not you like the built-in calendar application, that is the only your option,
(Electronics, 2006).

Within the UK, the technical ability to interrogate telephone systems did not start to
materialize until the late 1960s and early 1970s with the gradual role-out of the
Subscriber Trunk Dialling (STD) system. Phone forensics at that time simply did not
exist. During the mid 1980s, the legal precedents caused by the Police and Criminal
Evidence Act (PACE 1984) with it’s associated requirement for investigating officers
to be legally accountable for their actions and the veracity of any claims required a
totally different approach to the presentation of evidence. At this time the embryonic
analogue mobile phone were being deployed in the US and key European cities.
Pioneered in the UK by British Telecommunications (BT) and Securicor as “Cellnet”
and Racal Vodaphone as “Vodaphone”, they relied initially on FM high-band UHF
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analogue handsets whose functionality was nothing more than full duplex analogue
trunk radio. Forensic examination of the handsets was limited to the traditional
physical aspects and networked based information allowing only for call origination,
destination, timing, cell identification and user identification. The analogue handsets
were however notoriously vulnerable to interception (their signals were unencrypted)
and cloning as security protocols was similarly “in clear”. Nonetheless, the gathering
of mobile phone evidence as part of a prosecution was an accepted act but was still
treated in the same vein as traditional landline evidence, albeit with intercept traffic
being utilised as intelligence material; analysis being limited to transcript of voice
content.

The introduction of the TDMA based digital GSM system in the early 1990s (based
on the 1988 GSM standard promulgated by the European Telecommunications
Standards Institute, (ETSI, 2006), brought a functional revolution with three global
variants being developed; in the UK this was to replace the TACS FM system.
Statistically, there are now over 342 million mobile subscribers in Europe, with UK
market share of 54.3 million subscribers, i.e., nearly every person in the UK over the
age of 10 has a mobile phone, (Focus Group, 2006).

Given the number of mobile devices and their acceptance as a means of
communication within any social grouping, it is clear that their use by the criminal
fraternity is a given.

The focus of this paper is on evaluation and comparison of different mobile forensics
tools currently available.

2. Generic Smart Phone overview

In general, as shown in figure 1 the most generic architecture format of smartphones
consist of a microprocessor, Read Only Memory (ROM), Random Access Memory
(RAM), a variety of hardware keys and interfaces, communication protocols and a
touch sensitive liquid crystal display.

The Operating System (OS) of these devices is held in ROM. several varieties of
ROM are used, including Flash ROM, which can be erased and reprogrammed
electronically with OS updates or an entirely different OS. RAM, which normally
contains user data, is kept active by batteries whose failure or exhaustion causes all
information to be lost.

The latest smart phones come with extra memory capacity modules e.g. Compact
Flash (CF), Secure Digital (SD), MuitiMedia Card (MMC), Micro Drives, and
peripherals, such as a digital camera or Bluetooth or WiFi built in and many more to
come.
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Figure 1: Generic Hardware Overview, Source: (Ayers , 2004)
2.1. Removable media

Removable media extends the storage capacity of a smart phone, allowing individuals
to store additional information beyond the device’s built-in capacity. Removable
media is non-volatile storage, able to retain recorded data when removed from a
device.

The storage capacities of memory cards range from MegaBytes (MB) to GigaBytes
(GB) and come in sizes literally as small as a thumbnail. As technological advances
continue, such media is expected to become smaller and offer greater storage
densities. Fortunately, such media is normally formatted with a conventional file
system e.g., FAT16, FAT32 (File Allocation Table) and can be treated similarly to a
disk drive, imaged and analyzed using a conventional forensic tool with a compatible
media adapter that supports an Integrated Development Environment (IDE) interface.
Such adapters can use with a write blocker to ensure that the contents remain
unaltered. Below is a brief overview of several commonly available types of memory
cards used with phones, (Blue mug, 2006).

This list does not include every media type available; rather, it is intended to show the
variety of media types that an analyst may come across.
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Media Type

Reader

Capacity

Comments

Flash/Jump
drive

USB interface

16 MB - 6 GB

Also known as thumb
drive because of their
size

Compact
Flash card

PCMCIA adapter or
memory card reader

16 MB -6 GB

Type I cards measure
43 x 36 x 3.3 mm;
Type II cards measure
43 x36 x5 mm

Micro drive

PCMCIA adapter or
memory card reader

340 MB -8 GB

Same interface and
form factor as
Compact Flash Type
II cards

MultiMedia
Card (MMCQC)

PCMCIA adapter or
memory card reader

16 MB -2 GB

Measure 24 x 32 x
1.4 mm

Secure
Digital (SD)
Card or mini
SD Card

PCMCIA adapter or
memory card reader

32MB-2GB

Compliant with
Secure Digital Music
Initiative (SDMI)
requirements;

provides built-in data
encryption of file
contents; similar in
form factor to MMCs

Memory
Stick

PCMCIA adapter or
memory card reader

16 MB -2 GB

Includes Memory
Stick (50 x 21.5 x 2.8
mm), Memory Stick
Duo (31 x 20 x 1.6
mm), Memory Stick
PRO, Memory Stick
PRO Duo; some are
compliant with SDMI
requirements and
provide built-in
encryption of file
contents

Smart Media
Card

PCMCIA adapter or
memory card reader

8§ MB -2GB

Measure 37 x 45 x
0.76 mm

xD-Picture
Card

PCMCIA adapter or
xD-Picture card
reader

16 MB-1GB

Currently used only
in Fuji film and
Olympus digital
cameras; measure 20
x25x 1.7 mm

Table 1:

Memory Media Comparison Source, (Chevalier, 2005)
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2.2, The Subscriber Identity Module (SIM) Types

In Europe GSM is stronger market and GSM based phones works on SIM cards. SIMs
originated with a set of specifications developed by CEPT (Conference of European
Posts and Telecommunications) and continued by ETSI (the European
Telecommunications Standards Institute) for GSM networks.

The Subscriber Identity Module (SIM) is an essential component of a GSM and
Universal Mobile Telecommunications System (UMTS); which is use to uniquely
identify the subscriber or in other words owner or user of that mobile device to GSM
network. It also holds other user-related information. It stores network state
information such as its current Location Area Identity (LAI).

When the handset is turn off and back on, it will take data off the SIM card and search
for the LAI that was registered last time phone was on. This saves time by not
searching the whole list of frequencies that the phone normally would have to do in
fresh location to setup communication with broadcasting its International Circuit Card
ID (ICCID) [49] (globally this ID uniquely identifies each SIM cards).

The SIM therefore is of great importance to the investigator. Since it is just like smart
card but smaller in size and can be removed from a phone and read by using a
specialized SIM card reader with help of standard-size smart card adapter and a
conventional smart card reader.

The SIM contains following but not limited to, (Willassen, 2005):

. Basic Data: subscriber information Customer Identification (IMSI),
including PIM data, List of phone numbers dialed by the user

e  Location Data: service provider identification; data regarding where the device
was last used for a particular service and any “forbidden” networks it might have
encountered

¢  Enhanced Messaging Service (EMS) Data: long text messages (over 160
characters) and messages with combination of simple media such as melodies
(ringtones), pictures, sounds, animations, modified text and standard text as an
integrated message; including deleted messages that are impossible to view on
phones

e  Foreign Language Data: SMS messages and PIM data written in a foreign
language

e Other: In some cases, information about countries visited by the user

In order to obtain evidence from any smart card, the investigator needs the correct
access code(s); Personal Identification Numbers (PIN) or Chip Holder Verification
(CHV) to access full contents of SIM cards beside any other device’s OS restriction.
In SIM cards, Two PINs exist, sometimes called PIN1 and PIN2 or CHV1 and CHV2.
The user can enable or disable these PINs but by default they are disabled.
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The SIM only allows a set number of attempts, usually three, to enter the correct PIN
before further attempts are blocked. Entering the correct PUK (PIN Unblocking Key)
resets the PIN number and the attempt counter. The PUK can obtain from the service
provider with seized written notices from forensic unit or the network operator based
on the SIM’s identity (i.e., its ICCID). If the number of attempts to enter the PUK
code exceeds a set limit, normally ten attempts, then that card blocked itself
permanently for any further use, (Willassen, 2005).

Most popular and upcoming SIMs is as follows:

USIM: Universal Subscriber Identity Module, (Wikipedia, 2006) is an application
(running on smart card) for UMTS mobile telephony, which is use for a 3G mobile
phone. It stores user subscriber information, authentication information and plus extra
storage (128 kb) space for storing different information on SIM such as enhanced
phonebook up to 250 entries with advance field for email, home and business
addresses.

ISIM: IP Multimedia Services Identity Module, (Wikipedia, 2006) is an application
(running on a smart card) for UMTS mobile phones, which use in a 3G telephone in
the IP Multimedia Subsystem (IMS). It contains parameters for identifying and
authenticating the user to the IMS. The ISIM application can co-exist with SIM and
USIM on the same smart card making it possible to use the same smart card in both
GSM networks and earlier releases of UMTS.

W-SIM (Willcom SIM): It has all basic function of regular SIM card and has the
core components of the cell phone such as the radio and transmitter that built inside
the card. It currently used in the Sharp W-Zero3 Smart phone, and Willcom's TT
phone and DD USB cellular device, (Wikipedia, 2006).

R-UIM/ RUIM: Re-Usable Identification Module is a removable smart card for
mobile phones made for first time to work on the Code Division Multiple Access
(CDMA) network. The RUIM card holds a user’s personal information just like SIM
card such as name and account number, phone number, phone book, text messages
and other settings, (RUIM, 2006).

HC SIM: High Capacity SIM or HD SIM (High Density) SIM and SuperSIM, all of
them have same functions as standard SIM card. Moreover, extra massive storage of
16MB to 256MB with integrated increased communication speeds protocols e.g. BIP
(Bearer Independent Protocol (BIP), a high-speed interface that opens new channels
to the SIM (in addition to the SMS channel) such as General Packet Radio Service
(GPRS) and 3G, making it possible to distribute content and applications to the SIM
at much higher rate, (Constantinou, 2006).

MSIM: MegaSIM also belongs to high density SIMs family. It comes with flash
storage of 64MB to 1GB, independent processing power and high-speed interface like
HS-SIMs. MSIM also includes secure downloading of MMS, video clips, full PIM
functionality, and personal storage for large databases of any thing user like. It is ideal
for smart phones to store very little information on SIM card and take it with them or
switch to any other phone instantly, (mSystem, 2006).

Despite of so many different SIM mentioned above, are they secure enough for a user
to leave their very personal detail on them and hoping that digital data on this tiny
chip card can never be hacked.
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2.3. SIM Card Contents:

The evidence on the SIM card is stored in the following files but not limited to only
these files:

Phase Phase ID 1 byte
SST SIM Service table 5 bytes
ICCID Integrated Circuit Chip Identifier (Serial Number) 10 bytes
LP Languages Preferred variable variable
SPN Service Provider Name 17 bytes
Mobile Station International Subscriber Directory
MSISDN Number (Subscriber phone number) variable
AND Short (Abbreviated) Dial Number variable
FDN Fixed Dialing Numbers variable variable
LND Last Dialed numbers variable
EXTl Dialing Extension 1 variable
EXT2 Dialing Extension 2 variable
GID1 Groups ID level 1 variable
GID2 Groups ID level 2 variable
n*176
SMS Text Messages Services (messages) bytes
SMSP Text Message Services Parameters variable
SMSS Text message status variable
Cell broadcast message identifier selection Preferred
CBMI network messages variable
PUCT Per Unit Cost (price per unit charge) S bytes
ACM Accumulated Call Meter (Charge counter) 3 bytes
ACMmax | Accumulated Call Meter maximum (Charge limit) 3 bytes
HPLMNSP | Home Public Land Mobile Network Search Period variable
PLMNsel Public Land Mobile Network selector variable
FPLMN Forbidden PLMNs 12 bytes
CCP Capability Configuration Parameter 14 bytes
ACC Access Control Class 2 bytes
IMSI International Mobile Subscriber Identity 9 bytes
LOCI Location Information L1 bytes
BCCH Broadcast Control Channels 16 bytes
Kc Ciphering key variable
AD Administrative data variable

Table 2: SIM Content Source, (Mislan, 2006), (3GPP, 1999)
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3. Forensic Tools:

Unlike the situation with personal computers, the number and variety of forensic tools
for smart phones is considerably limited, but the range of devices over which they
operate is also limited due to distinct platforms for a manufacturer’s product line (e.g.
palm OS, Windows CE and others), a family of operating systems, or a type of
hardware architecture.

Some tools provide a full range of acquisition, examination, and reporting functions,
(Paraben, 2006), whereas other tools focus mainly on a single function such as SIM
forensic, external memory modules (CF, SD, MMC & other) and phone itself, (Ayers,
2004, 2006), Similarly, different tools may be capable of using different interfaces
(e.g., IrDA, Bluetooth, serial cable and USB) to acquire device contents. The types of
information which a tool can acquire is usually depends on tools specification and
vendors hardware and software compatibility. Most commonly available range is as
PIM data, logs of calls, messages, email, URLs (Uniform Resource Locator), video,
audio, image, and SIM data. In order to retrieve entire data from these phones, we
sub-categorized them as follows:

[ Handset based Tools

U Operating System Based Tools
. SIM based Tools

3.1 Handset Based Tools:

Function Features

« Targets Palm OS phones

* Open source non-forensic software

* No support for recovering SIM information
* Supports only cable interface

 Targets certain models of GSM, TDMA, CDMA
, with Palm OS, Pocket PC, and RIM OS advance

pilot-link | Acquisition

Device gcqul§ mgn, handheld devices support
xamination, .
Seizure . * Supports data recovery of internal and external
Reporting
memory
* Supports cable, Bluetooth, and IR interfaces
Acquisition, « Targets certain models of GSM phones
GSM Examinati f internal and 1SIM
XRY xamination, | * Supports recovery of internal and externa
’ Reporting * Supports cable, Bluetooth, and IR interfaces
Oxygen -
PM Acqux.s ition, * Targets certain models of GSM phones
(forensic Examination, |, Supports only internal SIM acquisition
Reporting

version)
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MOBILed | Acquisition, « Targets certain models of GSM phones
it! Examination, | ¢ Internal and external SIM support
Forensic Reporting * Supports cable and IR interfaces
* Targets certain models of CDMA phones
BitPIM Acqu1§1t19n, . Op.ep' source software with write-blocking
Examination capabilities
* No support for recovering SIM information
* Targets GSM and CDMA phones that use
supported protocols to establish connectivity
TULP 2G Acquisition, * Internal and external SIM support
Reporting * Requires PC/SC-compatible smart card reader for
external SIM cards
* Cable, Bluetooth, and IR interfaces supported

Table 3: Handset Based Tools Comparisons, (Ayers, 2004, 2006)

3.2 OS Based Tools

Palm OS Pocket PC Linux
. Acquisition,

Device s L . s

. Acquisition, Examination, Reporting Examination, -
Seizure .

Reporting
pilot- ‘s ) )
link Only Acquisition
. .. . Examination,

EnCase | Acquisition, Examination, Reporting - Reporting

Table 4: OS Based Tools Comparisons, (Ayers, 2004, 2006)
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Function Features
Device Seizure Q:qg:ixltllon, Examination, | | External/ Internal SIM
p g cards (direct / indirect)
USIM Detective Acquls}tlon, Examination, | * Extgrnal SIM cards
Reporting only (direct)
¢ Recover information
. from SIM card, when
TULP 2G Acquisition, Reporting inserted in handset (No
direct SIM support).
* Recover information
Acquisition, Examination, | from SIM card, when
GSM .XRY Reporting inserted in handset (No
direct SIM support).
* Recover information
Mobiledit! Acquisition, Examination, | from SIM card, when
Forensic Reporting inserted in handset (No
direct SIM support).
SIMIS chUIS'ltlon, Examination, | ¢ Extefnal SIM cards
eporting only (direct).
¢ External SIM cards
only (direct)
. Acquisition, Examination, [ * Produces physical
ForensicSIM Reporting facsimiles of SIM for
prosecutor and defense,
and as a storage record.
Forensic Card Acquisition. Reportin e External SIM cards
Reader q » Rep g only (direct)
SIMCon 1/:cqms.mon, Examination, | * Extefnal SIM cards
eporting only (direct)

Table 5: SIM based Tools Comparisons, (Ayers, 2004, 2006)
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34. SIM Contents Recovery

Data Cell GSM | Mobile | USIM SIMIS | Forensic Device SIM
Seizure | XRY | Edit Detective SIM Seizure Con

IMSI | X X X X X X X X

ICCID | X X X X X X X X

SPN X X X X X

USIM | X X X X X X

SST X X X X X

LP X X X X X X

ADN X X X X X X X X

LND X X X X X X X X

SMS X X X X X X X X

